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Abstract 
Artists illustrate objects to various degrees of complexity. As the amount of detail or the similarity to reality of a 
depiction decreases, the object tends to be reduced to its simplest, most relevant higher-level features (Harrison, 
1981). One of the reasons Deep Neural Networks (DNN) may fail to identify objects in an image is that models are 
unable to recognize the order of importance of features such as shape, depth, or color within an image, which 
means even the most minute distortions of pixels within an image that would be imperceptible to humans would 
greatly impact the performance of the object detection models (Eykholt et al., 2018). However, by training DNN 
on artworks where the most prominent features defining specific objects are emphasized, perhaps a model can be 
made to be more resilient against small-scale changes in an image. In this paper, the correlation between the level 
of similarity to reality of images and artworks of an object and the accuracy of object detection models is 
investigated to test the ability of object detection models in identifying the most salient features of a particular 
object. The results of this report can help outline the efficacy of models only trained on real images in identifying 
increasingly abstract artworks that have simplified an object to its most prominent features. The experiment shows 
that the accuracies of models decrease as the images or illustrations provided become more abstract or simplified, 
which suggests the higher level features that identify a particular object are different in object detection models and 
humans.  
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1. Introduction 
Machine Learning (ML) is a field of research that revolves around the goal of creating a computer system capable 
of self-improvement, thereby eliminating the need for large amounts of programming. Learning methods for ML 
models are generally divided into the categories of supervised, unsupervised, and semi-supervised algorithms 
depending on the amount of human intervention needed in each model. Supervised ML methods, such as neural 
networks or linear regression, use a set of training data that has already been labeled by humans to increase the 
accuracy of the outputs of a model. Tasks completed by ML trained through supervised methods can be further 
divided into classification, broadly defined as the task of separating different inputs into various discrete categories, 
and regression, which is the task of finding the relationship between independent variables within an input to 
predict a continuous dependent variable. For example, tasks defined as classification include image classification, 
character recognition, and medical diagnosis while regression may include, weather forecasting, stock predictions, 
and identifying the correlation between calories consumed and obesity levels.  
In this paper, we focus on a specific classification task known as semantic segmentation where an ML model is 
trained to identify where each pixel within an image is classified under a particular semantic label, after which we 
provide an analysis of which pre-trained models have the best domain generalization. Semantic Segmentation 
provides high-level semantic information regarding the position of various objects in a scene relating to each other 
without the need for other human input, which can allow intelligent machines to achieve more complex tasks 
requiring the recognition of specific objects, people, or even patterns which exist as a part of multiple images. 
Current applications of semantic segmentation include autonomous driving (Kaymak & Uçar, 2019), medical 
image analysis (Asgari Taghanaki, Abhishek, Cohen, Cohen-Adad, & Hamarneh, 2021), video surveillance 
systems, and even forgery identification in artworks.  
However, the fragility of many object detection models may be rectified through the use of adversarial examples 
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created through cropping (Yoshida & Okuda, 2022), freehand sketches (Kim, Nanni, & Süsstrunk, 2022), or other 
alterations to an image. In this paper, it is proposed that images or illustrations of greater abstraction can be used to 
train models in identifying specific objects because such images or illustrations are likely to have simplified the 
objects to their more salient features, which means using these illustrations as training data may result in more 
accurate and resilient models. To test the validity of this hypothesis, the accuracies of different object detection 
models in identifying illustrations of differing similarity to reality are recorded; these results will indicate whether 
these DNNs analyze the saliency of the features of objects in an image in a similar or entirely disparate manner to 
the human artists.  
2. Related Works 
Many supervised, unsupervised, and semi-supervised methods have been used to achieve Semantic Segmentation 
through the use of DNN. The task of Semantic Segmentation may be split into the tasks of classifying, localizing, 
and segmentation, which may be accomplished through context-based methods, Recurrent Neural Network 
(RNN)-based methods, Feature-enhancement-based methods, Deconvolution-based methods, etc.  
2.1 Semantic Segmentation 
Lucchi et al. (2011) showed that the accuracy of Semantic Segmentation algorithms may be improved by 
incorporating local and global contexts of the image in the classification process. Information about the various 
contexts within an image provides the model with valuable information about the pixels’ relationship to each other 
in an image, this allows for more accurate classification of objects within an image. Yu and Koltun (2015) 
introduced DilatedNet which aggregates multi-scale contextual information using dilated convolutions to do so 
without losing resolution or coverage. Another work (Liu, Rabinovich, & Berg, 2015) proposed using global 
pooling to find a summary of an entire image, providing the network with a higher awareness of the global context 
in an image and boosting accuracy.  
Deeper Layers in a CNN are more “semantic-aware”, analyzing higher-level features, but less aware of finer 
details due to pooling or a larger stride being used, while the opposite is true for shallower layers with smaller 
details. Hence the combined use of higher-level features and lower-level features in the final prediction is likely to 
boost the performance of the model. Long, Shelhamer, and Darrell (2015) shows that Fully Convolutional 
Networks (FCN/Completely Convolutional Neural Networks) apply the skip-connection strategy.  
Noh, Hong, and Han (2015) shows that CNN combined with a deconvolution network to allow for analysis of 
more general shapes and higher-level features by starting with the CNN pooling and convolution operations and 
ending with unpooling and deconvolution operations. This allows networks that use Deconvolution-based 
methods to be capable of identifying finer details in the entire image, thereby improving the performance of the 
model.  
Although the Recurrent Neural Network (RNN) is generally used in processing sequential signals such as 
text-to-speech, there are also RNN-based semantic segmentation methods. Pinheiro and Collobert (2014) proposed 
the Recurrent Convolutional Neural Network (RCNN), where the output of each CNN segment is inputted into the 
following segment sequentially. The horizontal and vertical coverage of the RNN algorithm provides relevant 
global information, allowing a more accurate overall performance of the model.  
3. Methodology 
In this experiment, images of five classes – Apples, Books, Elephants, Laptops, and Planes – were collected. In 
each class, the images were further separated into levels according to their likeness to real-life images – Real 
Images, Realistic Illustrations, Cartoon Images, and Abstract Illustrations. Each image was passed through Faster 
R-CNN and RetinaNet Object Detection models, both of which were trained on real-life images, and the accuracy 
of each output was analyzed. Intersection over Union (IoU) was used as the metric of performance to measure the 
accuracy of the object detection model in identifying a particular object and was defined as the following equation. 
 

IoU = TP / (TP + FP + FN)        (1) 
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Figure 1. A Comparison of Real Images or Realistic Illustrations (Top Row) to Cartoon Images or Abstract 

Illustrations (Bottom Row) 
 
True Positive (TP) is the number of intersecting pixels between the Ground Truth and bounding box predicted by 
the model; False Positive (FP) is the number of intersecting pixels between the Non-Ground Truth and bounding 
box predicted by the model; False Negative (FN) is the number of intersecting pixels between the Ground Truth 
and the parts of the image that are not a section of the bounding box.  

4. Results and Discussion 

 

Figure 2. Comparison of the accuracy (using MIoU as a measure) of the Faster R-CNN Model in classifying 
images of different levels of abstraction 
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Figure 3. Comparison of the accuracy (using MIoU as a measure) of the RetinaNet Model in classifying images of 

different levels of abstraction 

 

 
Figure 4. Comparison of the accuracy (using MIoU as a measure) of Faster R-CNN in classifying images of with  

a single or multiple objects 
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Figure 5. Comparison of the accuracy (using MIoU as a measure) of RetinaNet in classifying images of with a 
single or multiple objects 

 

There exists a trend in both models where the average MIoU is highest in images closest to real-life images and 
decreases as images become more abstract. Perhaps due to the RetinaNet being a one-stage detection model which 
samples a much larger amount of possible object locations and the probability scores of the model predictions 
being ignored, RetinaNet received an 8-10% higher average accuracy compared to Faster R-CNN for both real 
images and realistic illustrations. The much higher sampling rate of the RetinaNet may have also caused the lower 
percentage accuracy of the RetinaNet model for both the cartoon images and abstract illustrations, possibly due to 
the RetinaNet model increasing the number of bounding boxes significantly as the model becomes more uncertain. 
It is ambiguous as to whether this could also be due to the greater difference in abstractness between cartoon 
images or the difference in the artists’ aim in creating the artwork (as realistic illustrations are generally made to 
emulate the abstractness of real images while cartoons display more symbolic depictions).  
Another possibility would be that the RetinaNet model is slightly overfitted with its original training data. The 
higher accuracy in identifying real images, the original training data for the models, has compromised the accuracy 
of the RetinaNet model in classifying more abstract or symbolic representations of the same objects.  
The much greater difference in the MIoU of realistic illustrations and cartoon images than the other consecutive 
levels of abstraction in both models clearly indicates that there is a fundamental difference in the two types of art 
which causes the models’ accuracy to drop significantly. Many possible factors may be a part of the difference in 
accuracy: artistic intention, whether the illustration was drawn in two or three dimensions, or even the amount of 
detail required to make a specific object recognizable by humans. Regardless of this, the amount of personal 
interpretation concerning the level of abstraction of each artwork makes it difficult to quantify a specific metric for 
the abstraction of each work of art.  
While the Faster R-CNN Model has similar accuracy in classifying images with one object of its class and images 
with multiple objects of their class, the RetinaNet Model appears to have a significant disparity between its 
accuracy in classifying single-object images and multi-object images of 25.65%. This large discrepancy may be 
attributed to the greater sampling rate and therefore larger number of pixels within the predicted bounding boxes of 
the RetinaNet model, which would have performed more poorly for single-object images whose ground truths 
would naturally take up a smaller number of pixels while performing with much higher accuracy in multi-object 
images due to the larger number of possible object locations considered by the RetinaNet Model that allows it to 
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identify more of the multiple objects within an image than the Faster R-CNN Model. 
5. Conclusion 
In this paper, the accuracy of object detection models in detecting objects in various artworks was tested and 
shown to have a negative correlation with the level of abstraction of an object. This demonstrates how object 
detection models may identify and prioritize different features of salience in comparison to the features chosen by 
human artists when depicting a particular object to a specific degree of simplification, which further suggests that 
it may be helpful for object detection models to be trained with artworks of objects detailing the most relevant 
features of an object. Although the subjective nature of human perception may hinder the performance of a model 
tested on such images and illustrations, the process of training the model should allow it to find objective common 
features across a high enough number of artworks to allow it to identify objects whether abstract or realistic to a 
high degree of accuracy. 
The experiment could also have been improved further by using a larger sample size of images, a more precise 
method of measuring the number of pixels in each bounding box than simply counting by hand, and perhaps even 
the creation of a model which uses training data that consists of both real images and abstract illustrations to test 
my hypothesis. However, the two-month period of this project and the limited resources meant that I was not able 
to realistically make all of these improvements to my experiment. 
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