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Abstract 

Lately, there was some attention for the Variance Based SEM (VB-SEM) against that of Covariance Based SEM 
(CB-SEM) from social science researches regarding the fitness indexes, sample size requirement, and normality 
assumption. Not many of them aware that VB-SEM is developed based on the non-parametric approach 
compared to the parametric approach of CB-SEM. In fact the fitness of a model should not be taken lightly since 
it reflects the behavior of data in relation to the proposed model for the study. Furthermore, the adequacy of 
sample size and the normality of data are among the main assumptions of parametric test itself. This study 
intended to clarify the ambiguities among the social science community by employing the data-set which do not 
meet the fitness requirements and normality assumptions to execute both CB-SEM and VB-SEM. The findings 
reveal that the result of CB-SEM with bootstrapping is almost similar to that of VB-SEM (bootstrapping as 
usual). Therefore, the failure to meet the fitness and normality requirements should not be the reason for 
employing Non-Parametric SEM.  

Keywords: Variance Based SEM (VB-SEM), Covariance Based SEM (CB-SEM), Fitness Indexes, Normality 
Assumption, Parametric Statistics, Non Parametric Statistics and Bootstrapping. 

1. Introduction 
Today, the second generation method of multivariate analysis namely Structural Equation Modeling (SEM) is 
gaining popularity since most researchers and scholars would switch to this particular method in their analysis. 
SEM is not only popular among academia, but also being employed in variety of sectors. The efficiency of 
analysis using SEM helps researchers in making proper interpretation of the results and therefore guides them in 
making right decisions. Several researchers (Bollen, 1989; Byrne et al., 1989; Anderson and Gerbing, 1988; 
Baron and Kenny, 1988; and Joreskog and Sorbom, 1993) stressed that SEM should be the preferred method for 
academicians, and even acknowledged that SEM would be great helpful for the next generation researchers.  

Subsequently, there are many statistical packages being developed to analyze SEM. Among them are Lisrell, 
AMOS, M-plus, EQS, and SAS, just to mention a few. However, the Analysis Moment of Structure (AMOS) is 
the most widely employed among SEM packages since it is being distributed by an IBM, the same distributor of 
the main statistical software SPSS itself. Even today AMOS is available as one of the choice of analysis methods 
in IBM-SPSS 20.0 and above. Thus, one does not have to purchase AMOS software separately once he has SPSS 
20.0 software. 

Esposito (2009) posits that Structural Equation Modeling (SEM) consists of two types known as the Variance 
Based Structural Equation Modeling (VB-SEM) and the Covariance Based Structural Equation Modeling 
(CB-SEM). These two packages have great difference in terms of their statistical approaches namely the 
non-parametric testing and the parametric testing, the objective of the study namely exploratory and 
confirmatory, and more importantly the algorithm employed namely Generalized Least Square (GLE) and 
Maximum Likelihood Estimator (MLE).  

Unlike the non-parametric procedure in VB-SEM, the parametric procedures in CB-SEM rely on the 
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assumptions such as adequate sample size, and normally distributed data. According to Ringle et al. (2010), the 
non-parametric procedure of SEM can execute the analysis using small sample size, and does not require normal 
distribution. These two requirements are the main reasons why social science researchers are switching to 
VB-SEM for their analysis. However, not many of them know that the analysis in VB-SEM is only meant for 
exploratory study as opposed to confirmatory analysis in CB-SEM (Hair et al., 2014). There are great differences 
between the types of analysis from the statisticians’ point of view. 

According to (Hair et al., 2014), the algorithm employed in VB-SEM or popularly known as PLS-SEM 
(Smart-Pls and Warp-Pls) is Generalized Least Squares (GLS) while the algorithm employed in CB-SEM (Amos, 
etc.) is the Maximum Likelihood Estimator (MLE). These two types of algorithm differ greatly in term of 
efficiency of their statistical estimates for path coefficients. 

In reality, the VB-SEM (GLS algorithm) completely relies on the bootstrapping procedure or known as 
resampling with replacement in obtaining the estimates for path coefficients and their respective standard errors. 
In the meantime, the CB-SEM (MLE algorithm) does not require bootstrapping. However one can execute its 
bootstrapping procedure in the situation where the normality assumption is not met or for the analysis of 
non-normal data (Sharma & Kim, 2013). In this case, (Sharma & Kim, 2013) also state that MLE bootstrapping 
(parametric bootstrapping) is appropriate for large data-set compared to PLS. However, if the researcher fails at 
all to meet the assumption for parametric test in term of sample size requirement, then the VB-SEM should be 
employed as an alternative and the results is deemed to be exploratory.  

In particular, the Variance Based Structural Equation Modeling (VB-SEM) can be divided into two categories 
namely Partial Least Square Structural Equation Modeling (PLS-SEM) and Generalized Structured Component 
Analysis (GSCA) but PLS-SEM is more prominent than GSCA. Historically, the analysis procedure in 
PLS-SEM was first initiated by (Wold & Martens, 1983) but has been modified by (Chin, 1998) to advance the 
potential of PLS-SEM in statistical inference. Therefore, PLS-SEM has also gain acceptance as CB-SEM in 
statistical analysis and has been extensively employed in business and social science researches to model 
complex relationships. 

Nevertheless, most of the statisticians nowadays would not compare the capability of these two SEM approaches 
(VB-SEM and CB-SEM), instead stressed that the two are complementing each other. In fact, not all methods 
applied would be perfect in every aspects and situation. They will identify the flaws in CB-SEM and 
subsequently promote VB-SEM as an alternative. For instance, most of them agree that the requirements of 
CB-SEM are stringent. Thus four issues being raised namely the fitness measurement of the model, the sample 
size, the parametric assumptions and the bootstrapping technique. Thus, this paper intend to illuminate the 
capability of CB-SEM using bootstrap resampling using Amos 21.0 in order to compare with the VB-SEM. 
Firstly, let’s go through briefly the four issues that should be stressed by researchers once to apply SEM. 

1.1 Issue 1: The Required Fitness of a Model 

In CB-SEM, there are two models involved namely measurement model (measuring individual latent construct) 
and structural model (measuring the inter-relationships among latent constructs). The measurement model should 
be assessed first prior to modeling structural model (SEM). The assessment of measurement model is made 
through the Confirmatory Factor Analysis (CFA) procedure for unidimensionality, validity and reliability of 
items measuring the construct (Zainudin, 2012, 2014). However, the unidimensionality assessment should be 
made first prior to assessing validity and reliability (Zainudin, 2012, 2014). In unidimensionlity step, the items 
having low factor loading (less than 0.6) should be deleted while redundant items could either be deleted or 
constrained (Zainudin, 2012, 2014; Afthanorhan, 2014).  

All measurement models need to achieve certain fitness indexes as stated in the literature (Zainudin 2014). The 
fitness indexes reflect how fit is the measurement model of a construct to the data from the field. Therefore, the 
assessment of measurement model in the first place is crucial for modeling SEM itself. However, such 
assessment is only available in CB-SEM rather than in PLS-SEM. In fact the CB-SEM produce many fitness 
indexes which reflect the appropriateness of a measurement model but it is enough for scholars to report only a 
few indexes such as Chi-square (Wheaton et al., 1977), Root Mean Square of Error Approximation (Browne & 
Cudeck, 1993), Goodness of Fit Index (Joreskog & Sorbom, 1984), Adjustrd Goodness of Fit Index (Tanaka & 
Huba, 1985), Comparative Fit Index (Bentler, 1990), Tucker-Lewis Index (Bentler & Bonett, 1980), Normed Fit 
Index (Bollen, 1989), and Chisq/df (Marsh & Hocevar, 1985). Table 1 present the description of each fit indices: 
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Table 1. 

Fit Index Description 

Chi square To assess the magnitude of discrepancy between the sample and fitted covariance 
matrices 

RMSEA Sensitive to the number of estimated parameters in the model. It will choose the model 
with the lesser number of parameter 

GFI Calculate the proportion of variance that is accounted for by the estimated population 
covariance 

AGFI Adjust the GFI based upon degree of freedom.  
Tend to increases with sample size 

NFI To assess the model by comparing the x2 value of the model to the x2 of the null model 
CFI Assumes that all latent variables are uncorrelated (null/independence model) and 

compares the sample covariance matrix with this null model 
Chisq/df The estimation process is dependent on the sample data 

Source: Hooper et al. (2008) 

 

According to Henseler et al. (2009), VB-SEM (PLS-SEM) is aimed at maximizing the explained variance of the 
endogenous latent construct and does not provide any global goodness-of-fit-criterion. Consequently, Chin (1998) 
has established a catalog to assess the partial model structures that involve two processes namely the assessment 
of the outer and inner model. However, these assessment is insufficient to assess the fitness of measurement 
model since it solely depends on the traditional criterion such as Cronbach Alpha (Nunally, 1978), Composite 
Reliability (Werts, Lim & Joreskog, 1974), indicator reliability (Churchill, 1979), Average Variance Extracted 
(Fornell & Larcker, 1981), and cross loadings (Chin, 1998; Gotz et al., 2009).  

 

Table 2. 

Traditional Criterion Description 

Cronbach Alpha Provide an estimate for the reliability based on the interrelationship 

of the measuring items. 

Composite Reliability Takes into account that indicators have different loadings 

Indicator Reliability Postulates that a latent variables should explain a substantial part of 

each indicators variance 

Average Variance Extracted To capture the variance of its indicator 

Cross Loadings To check for the discriminant validity 

Source: Henseler et al (2009) 

 

Thereby, one can conclude that the fitness of measurement model in CB-SEM is more acceptable than that of 
PLS-SEM. This is because the fitness indexes in CB-SEM are more comprehensive to consider of the sample 
size required, proportion variances and covariance matrix. In addition, CB-SEM also emphasizes of the 
traditional criterion to ensure all the items and latent construct involved in the study are valid. 

However, some researchers prefer doing CFA in PLS-SEM due to the complicated of fitness index provided in 
CB-SEM and subsequent used PLS-SEM as a solution. In fact, Hair et al. (2011) also states that PLS-SEM is 
meant for exploratory research while CB-SEM is meant for confirmatory research. Therefore, this paper intends 
to show that if the researcher failed to achieve the fitness indexes requirement, it is should not be a critical issue 
since he can still proceed the analysis as long as the study has adequate sample size. 

1.2 Issue 2: The Required Sample Size 

PLS-SEM is deemed as a voodoo modeling that can give benefit to those whom face difficulty to achieve the 
required sampling (Hair et. al, 2012). This method manages to execute the analysis using small sample size (less 
than 100) rather than CB-SEM which requires a minimum of 100. In CB-SEM, certain fitness indices are related 
to sample size such as the parsimonious fit (Chisq/df), and may affect the parameter estimates if the small 
sample is used. However, the result obtained using CB-SEM is more meaningful if the researcher has more than 
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200 data (Hooper et al., 2008). 

Although PLS is known for its capability of handling small sample, there is no proof it manages to provide the 
result similar to CB-SEM in a large data sets. According to Hoyle (1995), the prior research suggests that a 
sample size of 100 to 200 is usually a good starting point in carrying out path modeling; meaning that path 
modeling including PLS-SEM needs at least 100 data to conduct the particular analysis, but CB-SEM is much 
better in handling large sample size. So, the issue of sample size requirement in CB-SEM should not be 
questioned as long as the researcher manages to obtain at least of 100 data. 

1.3 Issue 3: The Parametric Testing 

For researchers, a requirement to meet the parametric assumption is challenging due to face a variety problem in 
terms of the total sample size, shape of distribution, and sampling technique used. Sampling technique have two 
categories namely probability sampling and non-probability sampling (Zainudin, 2010). However, probability 
sampling more popular compare to nonprobability sampling. In doing statistical inferential, parametric test can 
be meet if the researcher conduct probability sampling. 

CB-SEM also be categorized as parametric test and this assumption causes the problem to researchers. In order 
to deal with the path modeling, researchers will interest to apply PLS-SEM since the applications employed are 
much convenient to handle. 

In addition, (Ringle et al., 2011) also recommend the data that meet normal assumption should be prioritized 
CB-SEM since this method was initiated as a parametric test. Otherwise, PLS-SEM was suggested even this 
method manage to handle a large data sets. (Marcoulides & Saunders, 2006) states that sample size plays an 
important role in almost every statistical technique applied in practice. This statement empower our statement 
that CB-SEM is much better in handling of large data sets rather than PLS-SEM if meet the parametric 
assumption. Thus, the requirement to handle a parametric assumption should not be raised.       

1.4 Issue 4: The Bootstrapping Technique 

Today, Monte Carlo simulation resampling method dominates the field that can be used to examine parameter 
estimates and related sample size issues (Marcoulides & Saunders, 2006). Actually, there are two kind of Monte 
Carlo strategies namely reactive and proactive Monte Carlo simulation. Thus, some of the PLS package used 
reactive simulation or otherwise use proactive simulation. In PLS- GRAPH package, the reactive simulation are 
adopted as jackknife technique (Chin 1998; Denham 1997; Wold 1982). The newest package such as SMART 
PLS and Warp PLS adopt proactive simulation to obtain the parameter estimates and standard error for 
hypothesis testing. In order to stabilize the parameter estimates, the number of sample replication was set at 
5,000 samples (Ringle et al., 2011). 

Therefore, in PLS-SEM one should carry out the bootstrapping procedure alongside the PLS algorithm to obtain 
the estimates. However, in CB-SEM, the bootstrapping procedure is deemed unnecessary, and it is only 
conducted to confirm the results obtained by its algorithm.  

Furthermore, the Maximum Likelihood Estimator (MLE) that is available in CB-SEM was the best estimator in 
terms of efficiency as compared to the OLS estimator available in PLS-SEM. According to (Guan, 2003), the 
MLE and bootstrapping procedure would depend on the sample size in achieving appropriate coverage. Besides, 
the MLE can be calculated based on non-normal approximation of the distribution of the parameter with 
performing of bias corrected percentile method as well as bootstrap method (Guan, 2003). In accordance of 
(Byrne, 2013), the bootstrapping procedure in CB-SEM can handle the non-normal data. Thus, similar to 
PLS-SEM, CB-SEM also manages to estimate the parameters using the non-normal data as well. (Guan, 2003) 
goes one step further by claiming that the percentile bias-correction method in CB-SEM gives more appropriate 
confidence intervals from the bootstrap samples.  

2. Findings 

Figure 1 present the structural model before and after the constraints are employed. At first, the fitness 
requirement failed to meet the required level, thus some modifications are made based on Modification Indices 
(MI). The study elects to constraint the correlated items identified through MI in order to increase the fitness 
indices for the model. At the outset, we perform the CB-SEM using the appropriate procedure to obtain the 
fitness index and parameter estimation for each construct available. Once we performed the MLE-CBSEM, we 
intend to include the bootstrap technique in order to make comparison with the PLS-SEM in which synonym its 
character to apply the bootstrap technique. These steps are discussed to identify whether a gap between the 
implementation of bootstrap in CB-SEM. Then after, we perform PLS-SEM and subsequent compare with the 
bootstrap of CB-SEM.  
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CB-SEM BEFORE CONSTRAINT 

 

CB-SEM AFTER CONSTRAINT 

 

Figure 1. Fitness Indexes Issue (CB-SEM) 

 

Table 3. CBSEM before and after constraint 

CB-SEM Before Constraint CB-SEM After Constraint Result 

Endogenous Exogenous Estimate Std Error C.R P Estimate Std Error C.R P  

Service 

Quality 

Customer  

Satisfaction 

1.152 .088 13.084 *** 1.153 .088 13.123 *** Supported 

Service 

Quality 

Reliability .972 .090 10.750 *** .980 .091 10.809 *** Supported 

Service 

Quality 

Tangibles .764 .079 9.655 *** .762 .079 9.652 *** Supported 

Service 

Quality 

Responsiveness 1.000    1.000    Supported 

Service 

Quality 

Assurance 1.081 .092 11.714 *** 1.078 .092 11.709 *** Supported 

Service 

Quality 

Empathy 1.143 .096 11.956 *** 1.141 .095 11.965 *** Supported 

Customer 

Satisfaction 

Customer 

Loyalty 

1.591 .404 3.939 *** 1.637 .421 3.894 *** Supported 

Service  

Quality 

Customer 

Loyalty 

-.790 .467 -1.693 .090 -.861 .486 -1.772 .076 Not 

Supported 

 

Table 3 present the result of path coefficient using ML estimation in CB-SEM once completely employed 
constraints in structural model. Basically, the constraints are applied to achieve the fitness requirement besides to 
remedy the multicollinearity problem. The main aim of this research is to use this unfit structural model as a 



www.ccsenet.org/mas Modern Applied Science Vol. 9, No. 9; 2015 

63 
 

research subject to compare with the PLS-SEM.  

 

Table 4. Maximum Likelihood Estimator and Bootstrap 

 

CB-SEM (Maximum Likelihood Estimator) 

CB-SEM 

 (Corrected Bias Percentile Method) 

 

Result 

Exogenous Endogenous Estimate Std 

Error 

C.R P Estimate Std 

Error 

C.R P  

Service 

Quality 

Customer  

Satisfaction 

1.153 .088 13.123 *** 1.153 .088 13.123 0.002*** Supported 

Service 

Quality 

Reliability .980 .091 10.809 *** .980 .091 10.809 0.001*** Supported 

Service 

Quality 

Tangibles .762 .079 9.652 *** .762 .079 9.652 0.002*** Supported 

Service 

Quality 

Responsiveness 1.000    1.000     

Service 

Quality 

Assurance 1.078 .092 11.709 *** 1.078 .092 11.709 0.002*** Supported 

Service 

Quality 

Empathy 1.141 .095 11.965 *** 1.141 .095 11.965 0.002*** Supported 

Customer 

Satisfaction 

Customer 

Loyalty 

1.637 .421 3.894 *** 1.637 .421 3.894 0.001*** Supported 

Service  

Quality 

Customer 

Loyalty 

-.861 .486 -1.772 .076 -.861 .486 -1.772 0.059 Not 

Supported 

 

Table 4 present the result of CB-SEM between MLE and Corrected bias percentile method. By inspecting 
through of the probability value, almost all of the exogenous construct are significant impact on endogenous 
constructs unless service quality on customer loyalty. In doing different approach, both of these approach 
provide the same result. Therefore, it can be indicate that the executing using MLE is adequate to solve the path 
modeling in while bootstrap can be handled for the confirmation result. As aforementioned, bootstrap also 
managed to handle non-normal data in accordance of Byrne (2013). Thus, this structural model will proceed for 
the subsequent analysis. Plus, based on result of parameter estimate and standard error for ML-CBSEM and 
Bootstrap CBSEM, both of these results are equivalent. This is because the bootstrap technique do not affect on 
parameter estimate but on the standard error. Thereby, bootstrap technique is often used for producing the 
standard error so that can help the researchers to attain the hypothesis testing. In this case, we claim that the 
implementation of maximum likelihood in CB-SEM is quite enough since the significant test is same. In other 
words, MLE is absolutely robust and high consistent in obtaining of parameter estimates and hypotheses testing. 

Before Bootstrapping 

 

 AVE Composite Reliability R Square Cronbachs’ Alpha 

Assurance 0.719828 0.911274 0.815198 0.869991 
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Customer Loyalty 0.726425 0.954991 0.796082 0.945985 

Customer 

Satisfaction 

0.704686 0.950196 0.928763 0.940042 

Empathy 0.686217 0.916113 0.851280 0.885328 

Reliability 0.672463 0.910802 0.786890 0.876637 

Responsiveness 0.713060 0.908568 0.776054 0.865786 

Service Quality 0.572903 0.980671  0.979636 

Tangibles 0.713891 0.908854 0.635229 0.866002 

Figure 2 and Table 5. Partial Least Square Structural Equation Modeling (PLS-SEM) 

 

Figure 2 present the structural model which is the same data as implement in CB-SEM. Once execute the PLS 

algorithm, the traditional criterion were suggested as reliable and valid. Therefore, the items and latent constructs 

involved in the study reliable to proceed. However, the global fitness for each measurement model does not exist 

 

After Bootstrapping 

 

Variables Original 

Sample 

Sample 

Mean 

Standard 

Error 

t-Statistics 

Cust Satisfaction -> Customer Loyalty -0.147556 0.152908 0.144556 1.020756 

Service Quality -> Assurance 0.902883 0.903251 0.015172 59.50832 

Service Quality -> Customer Loyalty 1.033568 1.037150 0.142626 7.246698 

Service Quality -> Cust Satisfaction 0.963723 0.963919 0.005399 178.5066 

Service Quality -> Empathy 0.922649 0.922841 0.013093 70.47064 

Service Quality -> Reliability 0.887068 0.886589 0.018706 47.42176 

Service Quality -> Responsiveness 0.880939 0.881065 0.020032 43.97565 

Service Quality -> Tangibles 0.797013 0.794859 0.033304 23.93145 

Figure 3 and Table 6. Partial Least Square Structural Equation Modeling (PLS-SEM) 
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Table 7. Bootstrap between CB-SEM and PLS-SEM 

 VB-SEM CB-SEM 

Variable Estimate Standard Error t-Statistics Estimate Standard Error P-Value 

Cust Satisfaction -> Cust Loyalty -0.147556 0.144556 1.021 1.637 .421 0.001*** 

Service Quality -> Assurance 0.902883 0.015172 59.51*** 1.078 .092 0.002*** 

Service Quality -> Customer Loyalty 1.033568 0.142626 7.247*** -.861 .486 .059 

Service Quality -> Cust Satisfaction 0.963723 0.005399 178.51*** 1.153 .088 0.002*** 

Service Quality -> Empathy 0.922649 0.013093 70.471*** 1.141 .095 0.002*** 

Service Quality -> Reliability 0.887068 0.018706 47.422*** .980 .091 0.001*** 

Service Quality -> Responsiveness 0.880939 0.020032 43.976*** 1.00 NA NA 

Service Quality -> Tangibles 0.797013 0.033304 23.931*** .762 .079 0.002*** 

 

Table 7 present comparisons between PLS-SEM and CB-SEM after performing bootstrap technique. By 
inspecting through PLS-SEM results, almost exogenous construct have significant impact on endogenous 
constructs unless Customer Satisfaction towards Customer Loyalty which is contrary on the result of CB-SEM. 
In CB-SEM output, Service Quality on Customer Loyalty is insignificant. Although both of these method 
applied are different in methodological concept but they almost provide same result. In fact, the data obtained are 
failed to meet the requirement of fitness index based on the result of CB-SEM. Therefore, it can be proof that the 
issue of fitness measurement model in CB-SEM is not a critical issue. In addition, the maximum likelihood 
estimator applied in Table 1 shows the equivalent significant with the bootstrap technique applied in CB-SEM. 
Means that, MLE is very robust in the relationship of the path analysis and this consistency of estimator do not 
impair on hypothesis testing.  

3. Conclusion and Recommendation 

At the outset, the authors have discussed four issue that should be addressed namely the fitness of measurement 
model, the adequacy of sample size, the parametric assumptions and the bootstrapping techniques. These issues 
have caused worry among the researchers for those interested to apply CB-SEM in their research work. 
Truthfully, these four issue can be handled even the measurement model is fail to meet the fitness index 
requirement. Table 5 which the result between PLS-SEM and CB-SEM had justify that almost these entire 
variable involved in the study provide the same result. 

Moreover, the other three issues such as sample size requirement, parametric assumption and bootstrap technique 
also has been explained in previous subtopics. The minimum sample size required in structural equation 
modeling is 100 if the researchers intend to have a good starting point to conduct the path modeling. This 
method is including of PLS-SEM. Means that, the good finding for path modeling should be higher than 100 of 
data sets and subsequent justify that the findings which has a small sample size can be arguable. 

Parametric test definitely need a properly assumption as employed in CB-SEM. However, if the researchers have 
the data that meet all the requirement of parametric assumptions, the finding will be meaningful rather than 
PLS-SEM that has been proved by the founder of Smart PLS.  

Table 2 present the result between MLE and bias corrected percentile (bootstrap) using CB-SEM. Both of this 
method suggests the very similar result. Thus, it can be indicated that the researchers still can continuously 
depend on MLE to carry on their research without the implementation of bootstrap; in addition, MLE has been 
proved as a best estimator in terms of efficiency.  Ultimately, the authors suggest that the researchers still can 
conduct their research using CB-SEM in a minimum rate of fitness requirement. In addition, the researchers 
recommended should appropriately conduct PLS-SEM and CB-SEM instead to compare each other. The finding 
would be more valuable if the research applied is complementing each other. 
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