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Abstract

This work presents a newer and more complete version of an educational tool to be used in signal processing
interpolation-related subjects. Besides the consolidation of acquired theoretical knowledge, the tool allows now
its users to apply three error geometry patterns, test minimum or maximum dimension signal reconstruction
algorithms and problem conditioning through the analysis of the matrix spectral radius or the condition number:
these new features gives the possibility to alter the problem definitions to the desired goal before the
reconstruction begins. The time unit that measures the algorithms performance is d(nlogr) thus independent from
the  machine’s architecture. A  video of the developed tool can be seen in:
https://www.dropbox.com/s/t6yiiuy3 lramxse/FILME _1.avi.

Keywords: signal reconstruction, educational tool, interpolation, oversampling, fast Fourier transform (FFT),
condition number, matrix spectral radius, problem conditioning

1. Introduction

Nowadays, namely in engineering areas, there are a great amount of subjects that require a large and deeper
knowledge of theoretical aspects related to a specific scientific area. Sometimes students don’t really understand
the need to have skills on important concepts and lack the perception to understand its utility or even if they
really work. During the last decades, with the quick spread of information technologies, some new tools arose
whose purpose is to ensure and consolidate the theoretical concepts taught in regular teaching classes. The main
idea is to give students a way to experiment concepts taught in classes, as well as giving them the opportunity to
test them in different scenarios. With these tools students and other kind of users can practice and enhance skills
by themselves as self-taught persons.

In this paper a new version of the “Signal Processing Interpolation Educational Tool” (SPIEW) is presented
(Costa et al., 2012). In the first version we propose a new and easy-to-use tool which will help students
consolidate concepts of signal processing and complement their knowledge by enabling graphical results after
using complex signal reconstruction algorithms. The tool permits to achieve calculation in just one hit or step by
step through the iterative reconstruction refinement process and the assessment of the reconstructed signals.

Now we present an improved version of SPIEW. Its main new features are: the possibility to apply three error
geometry patterns (interleaved, random and burst); control the redundancy of the signals by applying a proper
oversampling factor, », in the band limiting operation; test two different classes of signal reconstruction
algorithms and the usage of the iterative and direct calculation methods; the previously set up the problem
conditioning through the analysis of the spectral radius, o(S), of the iteration matrix (in the case of iterative
methods are used) and the computation of the condition number, £(4), in the case of the direct methods are used.
In this way, its user can employ these parameters to know in advance if the problem will converge to an accurate
solution, even before running one of the reconstruction methods available. A previous analysis of key parameters
permit to chose the most suitable method to be used in the signal reconstruction test scenarios.
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Since all the chosen methods use the FFT computation, d(nlogn), the time necessary to compute a FFT is used as
reference. So, the performance is measured through a relative Time Unit (TU) that is the time to compute a FFT
in a particular machine.

2. Reconstruction Algorithms

The signal reconstruction algorithm used in SPIEW was the discrete version of the Papoulis algorithm (Papoulis,
1975): the Papoulis Gerchberg algorithm (Ferreira, 1994a; Jones, 1986). A thorough description of this
maximum dimension algorithm can be found in (Costa et al., 2012). The Papoulis algorithm is still available to
run but a new minimum dimension reconstruction algorithm was included like the one used in (Neves et al.,
2008). Two different methods can be used to implement this algorithm: iterative and non-iterative calculation.
We also call the non-iterative method the direct calculation method. This way students can test and compare
maximum and minimum dimension algorithms with direct and iterative formulations. In the next subsections the
minimum dimension algorithm is presented.

2.1 Minimum Dimention Algorithm

This subsection describes a minimum dimension algorithm which also requires band-limited signals of
finite-dimension similarly to the Papoulis Gerchberg algorithm.

Thus the signal
x = Bx (1)
where B is a band-limiter operator matrix (Ferreira, 2-1994).

The minimum dimension algorithm is a system of only / equations corresponding to the / unknown samples
when the total number of samples is #» and n> /.

To establish the basic concepts, the specific case of an original signal x[n] with length n=5 is used, i.e., x[n] = {x,
X2, X3, X4, X5} .

For this signal, Equation (1) becomes

X1 = By1X1 + BioXxy + Bisxz + BiaXy + Bysxs

Xs = Bg1X1 + BsyX; + Bszxz + BsaXy + Bssxs 2

For reconstruction purposes let us assume that the 2™ and 4™ samples of x[n] are lost. Then, because only the
unknown samples are to recover, the set of equations, Equation (2), will be limited to those including the
unknown samples. In each of these equations, we are interested in separating the right side terms of Equation (2)
containing the unknown samples (x,, x4) from those containing the known ones. These yields,

Xy = By1x1 + Byyxy + Bagxs + BoaXy + Basxs

Xy = ByaXy + BypXp + ByzX3 + ByaXy + BysXs €)
which is equivalent to
Byy Bapal[X2] . [Bax Bss Bas|[
v x.1 — |P22 24] 2 [ 21 B3 25] X 4
e il i | P R el | @

Let us denote by u the subset of the original signal x[n] which contains the unknown values. In this case,
u={xp,x4} is of cardinality /=2. Also, let us define U = {iy, ..., i;} as the set of subscripts of / unknown samples in
x[#n]. In the present case, U = {2, 4}. Therefore, Equation (4) can be written as

x, =Y Byx,+ Y B,x;; ieU )
jeu U
or, in matrix form
u=Su+h, (6)

where S is a X/ principal submatrix of B, as defined in Equation (4), and 4 is the (n-/) dimensional vector in the
second sum of Equation (5), which is a linear combination of the known samples of x[n]. S is the system matrix
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(Ferreira, 1994b). Theoretically, Equation (6) has a unique solution regardless the number and distribution of the
lost samples.

On the one hand, by successive operations, Equation (6), becomes equivalent to
u=Su+h
u=>U-95)""h (7

and a basis to implement the non-iterative method is so established. On the other hand Equation (6) suggests the
needed formula to the iteration process

u® = sul=Y 4 p, (®)

for the case where a non-relaxation method is used. Then 1 is obtained at iteration i and the solution is given by
the limit

u = limy_ e u®, 9)

regardless of u“.

Direct calculation of u as given in Equation (7) has the advantage of being done in one single step and gives an
exact solution, providing that (I-S)" exists. The drawback is that in case (I-S)"' does not exist or the calculation is
not possible and no reliable approximation is possible. In practice, there are several factors which may lead to
serious difficulties in calculating the inverse of /-S. For example, if one of the eigenvalues of S, A(S), is close
enough to the unity, then the computation of (/-S)"' may become very difficult, even impossible, which leads to
an ill conditioned problem. In such cases an iterative method is advantageous because it may be used to
circumvent this difficulty and to find a relatively accurate approximation for the solution, u. Despite the fact of
having an ill conditioned problem, in direct calculation method such problem is impossible to solve whereas in
iterative methods an approximation is always possible to be found, though its accuracy may not be very high.
The conditions under which these equations provide a solution for « can be found in (Ferreira, 1994a) and will
be discussed in the next subsection.

3. Convergence Analysis

It is necessary that (I-S)™' exists or the iterative processes converge to find a problem solution. It is demonstrated
in (Ferreira, 1994a) that for low pass signals of dimension n with s known samples and g nonzero harmonics,
reconstruction iterative algorithm converges if:

(1-9)(n-s) (10)
which is equal to
g<s. (11)

It is important to refer that g=2m + 1 where m is the sample bandwidth of the Low Pass Filter (LPF) (Costa et al.,
2012). So Equation (11) can be rewritten as follows:
s=2m+1. (12)

which establishes a sufficient condition on the density of the known samples. More precisely, the number of
known samples s must exceed twice the number of nonzero harmonics. For low pass signals, the condition is
consistent with the well-known classical sampling theorem.

The sufficient condition expressed by (12) is obviously necessary too. After all, low-pass signals with g=2m+1
nonzero harmonics are described by 2m+1 parameters, and therefore one cannot expect to reconstruct them from
less than 2m+1 samples.

In order to use the algorithms available in the new tool it is necessary that all signals are band limited. This
means that Equation (12) establishes a necessary condition in our tool. Because only low pass signals are used,
the necessary condition is met.

For the specific case of the Papoulis-Gerchberg algorithm, a relaxation constant, &, is introduced to improve the
convergence rate, as stated in the previous tool version. In (Ferreira, 1994a) it is demonstrated that the algorithm
converges if both conditions are satisfied: 0<¢<2 and s = 2m + 1 Equation (12). Because we have considered
=1 and used low pass signals the iterative process converges.

Regarding minimum dimension method, the characterization of the system matrix, S, is fundamental to infer
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about the existence of solution to the problem formulated in Equation (2). Namely its eigenvalues, 4,(S), and in
particular its spectral radius, o(S), condition the problem. o(S) values close to 1 (the unity) make the computation
of (I-S)" very difficult, even impossible. Theoretically, the condition p(S) < 1 would always guarantee the
solution possible. However, due to the some computational representation constraints, small variations on input
values can cause big variations on the output and cause the problem to be ill conditioned. In these cases a new
implemented parameter must to be taken into account: the condition number of (I-S)™', presented latter below.

According to these conditions, it is possible to put a reconstruction problem into a point such that it is well
conditioned. It is known that the eigenvalues of the system’s matrix S depend on the distribution of the missing
samples. In particular, its spectral radius is more likely to be unitary for burst distributions rather than for
equidistant missing samples (Ferreira, 1994c¢). In the case of signal reconstruction it is interesting to note that, if
the distribution of the missing samples U = {iy, iy, ..., i1} is equidistant by some fixed integer p=1, that is, U =
{iop, L1p, ..., iL1p}, then the eigenvalues 4; of S are given by |_er /p, i.e.,

@sﬂi(:;)s@g (13)
P p

where [rp] denotes the greatest integer less than or equal to rp and [ 7p | denotes the smallest integer equal or
greater than 7p. In the particular case of r:Ler/p, the eigenvalues of S are all the same /4, (S)=r, Vi.

Given the above analysis, it is possible to put the problem into a well-conditioning point by properly selecting
the gap between the missing samples. Then it is possible to put 4; (S) close to either r or its multiples, regardless
of the number of missing samples. By using an appropriate choice of the oversampling and interleaving factors, »
and p, respectively, it is possible to put 4; (S) less enough than the unity in order to control the reconstruction
accuracy and processing speed (i.e., such that mxr is an integer).

Figure 1 shows the maximum and the minimum eigenvalues of S as a function of the interleaving factor, p, for a
given bandwidth, defined by =0.6. As the figure shows, greater values of p lead to better-conditioning problems
because A, decreases as p increases. Also, when the product mxr is an integer, all eigenvalues are equal since
they are 4; (S) =r, as stated before. In Figure 1, this occurs for p=5 and p=10.
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Figure 1. Spectral radius vs. interleaving factor, 7=0.6

To better understand and control the problem conditioning, in the presented tool, some new parameters are
calculated: the spectral radius of the S matrix, delimited in Equation (13) and the Condition Number of the (/-S)
matrix (Equation (14)) (Golub & Van Loan, 1996; Kincaid & Cheney, 2002). Through the analysis of both values,
and also the convergence condition, Equation (12), the user can know in advance if the reconstruction algorithm
will converge to an accurate solution or not. Therefore through the properly chosen condition point the signal
reconstruction is guaranteed.

In practice, when o(S) tends to be very near or even equal to the unity, the problem may become ill-conditioned,
even if it is theoretical well-conditioned due to the fact that p(S)<1. Condition numbers near or above 10'° do not
generally lead to well-posed problems, even with double precision arithmetic (64-bit floating point, in many
machines). The condition number of matrix 4, k(4), is calculated according the equation presented in (Kincaid &
Cheney, 2002):
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KA <Al > L] (14)

B |/1min (AM
3. Developed Tool

This tool was developed using Matlab (Maltlab, 2012) and is to be used with band limited signals. Signals to be
treated in this version are: frame sequences or still images. In the first version of SPIEW there was only one
signal corruption method, the interleaved decimation and only a maximum dimension algorithm, the Papoulis
Gerchberg. An improvement was the addition of two geometry patterns error and a new reconstruction algorithm.
This new version allows the signal corruption both in a random and contiguous or burst way: the Papoulis
Gerchberg is also available. The next subsections describe each of the stages that constitute a complete cycle of
using the tool.

3.1 Extract Signals Operation

To start using the SPIEW application the user must push the “Open File” button to choose a type of signal: as
previously referres it can be the first frame of a sequence or a still image, here we have used Multiview Video
plus Depth (MVD) 3D images (Rusanovskyy et al., 2013). This is the only active button when the user starts the
tool. The rest of the buttons will be activated sequentially to force the user to perform all the correct actions in
the correct order. In Figure 2 we can observe the first interface of the application after doing the opening file
operation.

After the chosen signal is open and displayed, some information regarding it is showned. If the user has chosen
the sequence frames to work with the “Play” button is enabled. In the case of a still image this button will not be
activated. To perform the signals extraction form each type of signal the user must clik the “Extract Signals”
button. Each signal is made by: all the values corresponding to the same pixel along the frame sequence or each
line of the still image. When this button is pressed the signals extraction is done and a progress bar shows the
user the remaining time to complete the task (Figure 3).

BB SPIEW - Version 20 . 5 VU e

STILL IMAGE DECIMATION PROCESS

Interleaved N

LOST SAMPLES

SAMPLES -

LINE/PIXEL|
woveex A
IMAGEFRAME DATA
Still Image v Complete Signal N/ o .
VIE \ i
- s 7cs | BAND LIMITTING

Oversampling Factor (r)

768
COLUMNS
1024 | m
NUMBER FILTER SIGNALS

Figure 3. Signal extraction progress bar
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It is now available to the user the number of signals extracted from the entire sequence, as well as the total
number of samples of each extracted signal.

3.2 Band Limitting Operation

After the signals extraction the user can now perform the band limiting operation for each of the extracted
signals. This is a necessary condition to all the reconstruction algorithms available in this tool. For that the user
must chose the value of the oversampling factor, . It indicates the percentage of redundancy that the signals will
have after the filtering operation and also limits the number of samples that can be lost afterwards. To initiate this
process the user must press the “Filter Signals” button. Subsequently a progress bar appears showing the
estimated time to finish this operation. Eventually a message box shows the Low Pass Filter Bandwidth that
corresponds to the r chosen value (Figure 4). This is the value of m to verify Equation (12).

Low Pass Filter Bandwidth 128 Samples

Figure 4. Band limiting operation — low pass filter bandwidth

3.3 Corruption Operation

The user is now ready to perform the corruption of the signals. As mentioned before, in the previous version of
the tool, only one error pattern geometry was available to apply: the interleaved decimation. This new version
has three possible error geometry patterns: interleaved, random and contiguous decimation (Figure 5). This will
allow the user to compare the reconstruction algorithms performance in different corruption scenarios.

Interleaved

Random

Contiguous

Figure 5. Decimation process, available methods

In the case of the interleaved decimation corruption the user must chose a value for the jump, as shown in Figure
6. He must chose values among 2, 4 or 8. After choosing the desired value to start the decimation process, the
user must press de “Apply” button.

Introduce a value (2, 4 or 8)

I |

Figure 6. Choosing the jump value for the interleaved decimation method

In this particular case (interleaved decimation) the number of lost samples is automatically calculated and filled
in when the decimation process is terminated. In the other two cases (random and contiguous) the user must
choose how many samples he wants to lose in the decimation process (Figure 7). If the user wants to visualize
the results of both the band limiting and the decimation operations, he must choose a specific pixel by its number
and press the “View” button. A figure with the original, band limited signal (observed signal) and a decimated
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version of that signal appears (Figure 8).

It is important to refer that both band limiting and decimation operations are performed for all signals extracted
from the video sequence or still image.

DECIMATION PROCESS

LOST SAMPLES

Figure 7. Contiguous decimation, 30 lost samples

(TN i

File Edit View Insert Tools Desktop Window Help ~
NEHS | RRRAODLRL- |0 D
Pixel/Line Number 200 - All Samples

250 =

Original Signal
Observed Signal
Decimated signal

P I N S NN S N S NN
0 100 200 300 400 500 600 700 800 900 1000

Figure 8. Original, Observed and Decimated versions of the signal corresponding to line number 200

3.4 Convergence Analysis and Reconstruction

We are now ready to move into the next interface of SPIEW. To do so the user must press the “Nex#” button in
the current interface. The reconstruction window appears. Here the user must choose what reconstruction
algorithm is to run through a pop-up menu with three options: Papoulis-Gerchberg, Minimum Dimension, Direct
method or Minimum Dimension, Iterative method (Figure 9).

RECONSTRUCTION ALGORITHM Papoulis-Gerchberg v
Papoulis-Gerchberg
Min Dimension Direct

Min Dimension lteractive

Figure 9. SPIEW, choose the reconstruction algorithm

Before starting the reconstruction of the chosen signal, the user is now able to see the problem conditioning data
(spectral radius and condition number). It is through the analysis of these two values that the user will know in
advance if the chosen algorithm and method will converge. To visualize these parameters, the user must press the
Problem Conditioning button (Figure10). Here the spectral radius and condition number concerning the problem
under study are exhibited.
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ITERATIVE METHODS

DIRECT METHODS

SPECTRAL RATIO (S)

1 CONDITION NUMBER (I-S)

Figure 10. Problem conditioning

After analysing these values the user knows if the problem will converge to an accurate solution or not. He will
also know which algorithm to choose to obtain an accurate solution. As mentioned in the previous section for
iterative methods, a spectral radius smaller enough than the unity guarantees in practice the iterative algorithms’
convergence. For direct methods a condition number smaller than 10'° guarantees a solution to the problem.
More details about this issue will be presented in the Test and Results section.

After choosing the reconstruction algorithm the user must choose which signal we want to reconstruct and in the
case of the iterative methods, he must also indicate the maximum number of iterations. To start reconstruction
the user must press the “Run” button. After the signal reconstruction, besides the reconstruction results, including
the reconstructed signal view, the user can also see the signal’s energy and power. This will allow the comparison
of the reconstruction of signals, or even signal segments, with more or less energy.

e mowmeron s T o
RECONSTRUCTION ALGORITHM Algortm

OBSERVED AND RECONSTRUCTED SIGNAL - All Samples Max Herations

Y"'-—__1 I
¢¥| + Observed Signal .
Reconstructed Signal iatksacds

Line/Pixel Number

ITERATION.

NUMBER

ITERATION RESIDUAL ERROR RESIDUAL

2.712122e-003

s m+1

More Information

SIGNAL ENERGY

RECONSTRUCTION RESULTS.
RMSE PSNR (dB) ELAPSED TIME (TU) 1.039328e+007 Problem Conditioning
IGNAL POAER
347846864000 m 358843 SIONY PO
1.014969e+004 TU - Time Unit

Figure 11. Reconstruction results using the Minimum Dimension, Iterative method (Line 200)

After the signal reconstruction has started, the window shown in Figure 11 allows the user to visualize the
iteration number, its residual error and if the convergence condition is verified. There is also an explanation
button to help the user to understand the expression used to verify the convergence. It is the “More Information”
button in the convergence condition area (Figure 12).
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) convergence

CONYERGENCE CONDITION INFORMATION

s = Number of Knowned Samples
m = Fitter Bandwicith

If this condition is verified the algorithm will converge.

If this condition is not verified the algorithm will not converge.
In limit situations, or in cases of near values in the proposition,
he algorithm may converge, atough the condtion is not
verified.

Figure 12. Convergence condition information

At the end of the reconstruction several parameters to help the user to evaluate the reconstruction and compare
the available algorithms are calculated. Those parameters are: the Root Mean Squared Error (RMSE), the Peak
Signal to Noise Ratio (PSNR) and the Elapsed Time measured in TU. By pressing the “TU — Time Unit” button
the user can access this information (Figure 13). The tool also shows a graphic of the Residual Error calculated
in each iteration (herein called the Iteration Residual Error). In it the user can see if the chosen algorithm tends
faster to the maximum tolerance.

Time Unit Used

The time unit used as standard in the test was the one needed
0 calculate a signal FFT.
This unit depends on the signal and processor used.

FFT time (sec) EEE-TPCkITIT]

Figure 13. TU, time unit used to compare the reconstruction algorithms results

When the user chooses the Minimum Dimension algorithm, Direct method, there are parameters that are not
needed or calculated, such as the maximum number of iterations, the iteration number and its residual error, and
instead of the Iteration Residual Error graphic, only observed and reconstructed signals are showed (Figure 14).

,
B s 20 rcovsrcron U s

\HE{0,24 0 I 5 \% W 11in Dimension (Direct) - Algorithm.

OBSERVED and CORRUPTED SIGNAL - All Samples Max tterations
NA

..... a Max Tolerance

Line/Pixel Number

ITERATION

NUMBER

RECONS TED SIGNAL - All Samples RESIDUAL

Convergence Condition
s >=2m+l

""" . 5 : More Information

SIGNAL ENERGY

RECONSTRUCTION RESULTS.
RMSE PSNR (dB) ELAPSED TIME (TU) 1.039328e+007 Problem Conditioning|

SIGNAL PONER
3.033129¢-013 m 2882.06 = : IE]
1.014969e+004 TU - Time Unit

Figure 14. Reconstruction results using the Minimum Dimension algorithm, direct method, to reconstruct line
200
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4. Tests and Results

SPIEW was tested several times in order to better explain the diverse contents that it addresses to its users. Still
during its development some opinions of colleagues and students were taken into consideration to make this tool
more effective and user-friendly. For example, its GUI was altered quite a few times in order to comply with the
obtained feedback. Concerning the SPIEW features, first the three error geometry patterns were applied and
tested. Clearly the most unfavourable case to the reconstruction efficiency is the contiguous (burst) lost of
samples.

Through those tests we concluded that the convergence condition must be verified to guarantee the algorithms’
convergence. Furthermore a spectral radius less than 1, preferably around 0.5, will ensure the well functioning of
the iterative methods (convergence rate, accuracy, etc.). But in the specific case of the direct method the
condition number is a key parameter to infer about how acceptable a solution using this method is. Values lower
than 10" lead to accurate solutions even when the iterative methods no longer converge.

In the following figures we present the results obtained from the tests achieved with » = 12.5% and a burst error
geometry pattern for the lost of samples. It is important to refer that the burst, in this time, is located in the
middle of the signal. The purpose is to compare different cases resulting from different number of lost samples
by increasing the burst size. Figure 15 shows the problem condition values for the case of 10 contiguous lost
samples.

SPECTRAL RATIO (S) 8.784907e-001

CONDITION NUMBER (1-S) 8.229822e+000

Figure 15. Problem conditioning values for 10 contiguous lost samples

Through the analysis of both spectral radius and condition number we conclude that both iterative and direct
methods will converge. In Figure 16a and Figure 16b, the results obtained using both methods are shown.
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ITERATION.
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ITERATION RESIDUAL ERROR RESIDUAL

Convergence Condition
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1014>=129

More Information

SIGNAL ENERGY
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SIGNAL POAER

)
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RECONSTRUCTION RESULTS.
8)

Figure 16a. Reconstruction results using the Minimum Dimension algorithm, Iterative method (Line 450)
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Figure 16b. Reconstruction results using the Minimum Dimension, Direct method (Line 450)

The next case results from increasing the number of the lost samples to 60. Figure 17 shows the problem
condition values that permit to achieve the respective convergence analysis.

SPECTRAL RATIO (S) 1.000000e+000
CONDITION NUMBER (I-S) 1.038924e+009

Figure 17. Problem conditioning values for 60 contiguous lost samples.

Clearly the iterative methods will no longer converge to an accurate solution, since spectral radius, p = 1.

However, it is possible to see that by using the direct method we will be able to obtain a solution, as shown in
Figure 18a and Figure 18b.
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Figure 18a. Reconstruction results using the Minimum Dimension algorithm, Iterative method (Line 450)
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Figure 18b. Reconstruction results using the Minimum Dimension algorithm, Iterative method (Line 450)

In the next case the number of lost samples was increased up to 100. The problem conditioning values are shown
in Figurel9. As it can be seen in Figure 19, the condition number reached the value of 10'. Since we used
double precision (32 bits precision), it is not expected that direct mode can calculate an accurate solution. The
computed solution would not be to trust on. Obviously, if we increase the burst size beyond 100, signal remains
unrecoverable. Concerning the direct method, as we expected, since we use double precision, the condition
number has reached a value of 10'°, and if we increase even more the burst window, the signals cannot be

reconstructed and the direct method won’t converge to a solution (see Figure 20).
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SPECTRAL RATIO (S) 1.000000e+000
CONDITION NUMBER (I-S) 5.708142e+015

Figure 19. Problem conditioning values for 100 contiguous lost samples
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Figure 20. Reconstruction results using the Minimum Dimension Algorithm, Direct method (Line 450)

BACK

5. Survey Results

After obtaining the limit values to the conditioning of the problem, the tool was presented to a group of test
subjects. The tool was properly explained through an oral explanation, and then a written tutorial was given to all
of them. Some examples were presented so that they could see the application performance under several
different situations.

Thereafter they were asked to explore the tool freely. Afterwards they were given a quiz test to answer. In some
issues the test group has shown more difficulty, namely concerning the band limiting operation, as for example
its direct relation to the signals redundancy. At the end, trough experimentation, it became clear to them that the
decrease of redundancy in the signals clearly limited the number of samples that can be lost.

To validate SPIEW a careful elaboration of the referred quiz test was achieved before it was given to the subjects.
In order to be effective, important educational and psychological issues were taken into account on designing it
(Minium et al., 1993; Cohen et al., 2000; Caulfield et al., 2011). Seven questions were found as being
representatives of the main aspects the tool must provide. Questions are:

(1)  “Which oversampling factor would you choose to allow you to lose a larger number of samples in the
signals?”

(2)  “A high oversampling factor corresponds to a high or low value in the Low Pass Filter Bandwidth?”
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(3) “Which is, in your opinion, the worst error geometry pattern to reconstruct the signals?”’
(4) “In a good problem conditioning which reconstruction method would you choose? Why?”

(5) “If the spectral radius of matrix S is smaller than 1, which of the algorithms can you choose to
reconstruct the signals?

(6) “If the condition number has a value of 10" can you reconstruct the signals using the available
methods?”

(7)  “Do you consider the tool useful? Did your knowledge in the area improved?”

The results obtained in quiz done to the subjects are showed in Figure 21.

QUESTION 6

QUESTION 5

QUESTION 4

QUESTION 3

QUESTION 2

QUESTION 1

0% 20% 40% 60% 80% 100%

Edidn’t answer MEincorrect Mcorrect

Figure 21. Test results

As it can be seen, 100% of the subjects answered correctly to questions 1, 3, 5 and 6. 20% didn’t answer to
question 4. Concerning question 2, 60% answered correctly and 40% incorrectly. Finally, concerning question 7,
they all consider the tool helpful, and say that their knowledge has improved with it.

6. Conclusions and Future Work

Similar to its previous version, SPIEW allows indubitably its users to deal with signal reconstruction algorithms
in a much friendlier and accessible way. By approaching the problem in a more graphical and interactive manner,
the users were able to retain and consolidate concepts such as filtering, band-limiting, problem conditioning,
reconstruction and algorithm dimensions. Other concepts like signal redundancy and how it affects the number
of samples that can be lost are also addressed in this version of the tool, as well as the three different error
geometry patterns available and the identification of the worst case scenario to the reconstruction can also be
tested.

Depending on the problem condition analysis the user can know in advance if the signal reconstruction is
possible, or which is the best algorithm to reconstruct it and confront its previous hints or results with precise
predictions. It permits user to enhance its knowledge and get the feeling about this kind of problems in an
interactive way. This analysis is done trough the convergence condition, spectral radius and condition number
parameters. This allows the user to alter its problem conditioning to the desired goal before the reconstruction
begins.

To compare the results obtained using the three different algorithms available in the tool the RMSE and PSNR of
the reconstructed signals are computed. In the previous version of the tool only one reconstruction method was
available, the Papoulis-Gerchberg algorithm. The reconstruction time, measured in TU (Time Units) can also be
used to compare the performance of the three algorithms. Besides this, in the specific case of the iterative
methods, the maximum number of iterations necessary to reconstruct the signal and the graphic evolution of the
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Iteration Residual Error can also act as comparative values between the iterative methods performance. In the
direct method, instead of the iteration error evolution graphic, both the reconstruct and corrupted signal versions
are shown.

This application is to be used in Digital Signal and Image Processing related subjects. So far, the users’
receptivity has been encouraging. Currently we have used in this tool high frame rate sequences and still images
obtained with the MVD method (Rusanovskyy et al., 2013), still we believe it can be used in images from
different areas, such as medical, e.g.

As future work we aim to add new features to SPIEW (Karthik & Prabhu, 2010) and conduct more tests with
graduated students (MSc & PhD). The aim is finding the critical points that establish the appropriate method
according to a previous analysis of the problem conditioning.
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