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Abstract 

Credit card fraud detection has been a very demanding research area due to its huge financial implications and 
rampant applications in almost every area of life. Credit card fraud datasets are naturally imbalanced by having 
more legitimate transaction in comparison to the fraudulent transactions.  Literature represents numerous 
studies that are aimed to balance the skewed datasets. There are two major techniques of resampling in balancing 
these sets i.e. under-sampling and oversampling. However both under-sampling and oversampling techniques 
suffer from their own set of problems that can seriously affect the performance of classifiers that have been 
inducted for credit card studies in the past. Thus to accelerate detection of credit card fraud, it is very important 
to implement the strategy that could possibly provide better predictive performance. This paper attempts to find 
out what resampling technique can work best under different skewed distributions for the domain of credit card 
fraud detection. 

Keywords: credit card fraud detection, supervised classification, resampling techniques, class imbalance 
learning 

1. Introduction 

Over recent years the rampant application of credit card has led many losses to financial institutions and other 
recipient organizations. This has made detecting credit card fraud a hard challenge for concerned authorities.  
Credit card is considered as an easy fraud target because the fraudsters can gain a lot of money in a very short 
period of time and with less risk; as the fraud is detected after many days (Zareapoor & Shamsolmoali, 2015).  
Credit card fraud detection has been a very arduous research area due to the losses generated by these plastic 
gadgets. In 2015, according to “The Nilson Report”(Neilson, 2012), only in United States of America (USA) the 
credit card fraud has increased to 12.75 cents for every $100 annually and it contributes 21.4% of the total fraud 
losses across the world. In another study (Stolfo et al., 1997), it is revealed that worldwide 40% of the total 
financial losses are only generated by the credit cards alone. To reduce the losses to minimum by the stolen or 
misused cards, it is very necessary to block these cards as quickly as possible. Fraudsters use a lot of techniques 
in attempting frauds and always look for the sensitive information related to the card stolen. In this regard the 
financial institutions also adopt number of solutions to combat fraud. These techniques usually involve the 
process of classifying transaction either to fraud or non-fraud. 

Credit card fraud datasets have been found to be naturally skewed (He & Garcia, 2009) which mean that these 
datasets have more legitimate transactions than the fraudulent ones. These imbalances between the majority and 
minority classes bias the classifiers to the majority class and misclassify the instances of the class that has less 
representation in the data. Usually in the classification process, class with less representation is more important 
than the other classes (Rahman & Davis, 2013). In credit card fraud detection, the instances belonging to the 
minority class i.e. the fraudulent transactions are of prime interest. Classification algorithms utilized in detection 
of credit card fraud are often overwhelmed with the majority class (Tremblay et al., 2007, Anis & Ali, 2017 and 
Shen et al., 2007) leading to bad predictive performance for the minority class. To increase the prediction rate of 
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minority class, a lot of studies in literature have given numerous resampling techniques. However there are two 
basic techniques which are followed widely. These include Over-Sampling and Under-Sampling or combination 
of both Over-Sampling and Under-Sampling: which is called Hybrid Sampling.  

• Under-Sampling: it removes the majority samples to the desired level of imbalance.  

• Over-Sampling: generate new minority samples to the desired level of imbalance.  

• Hybrid Sampling: This implements both over-Sampling and under-Sampling techniques until we reach the 
desired level of imbalance.  

There is wide range of resampling techniques that are implemented for credit card frauds but among them we 
have selected three mostly used resampling techniques.  In this study, resampling techniques utilized and 
compared are Random Over-Sampling (ROS), Random Under-Sampling (RUS) and SMOTE. In this study we 
have implemented these techniques to balance the datasets. These resampling techniques provide varied 
predictive performance for different classifiers.  Thus we aim to explore and analyze these techniques for 
classification algorithms that have been widely implemented for credit card fraud detection.  

An exhaustive list of classification algorithms have been inducted for the credit card studies. However there are 
some algorithms that have been extensively used for this purpose. For example Shen et al applied Decision Tree, 
Logistic Regression and Neural Network to analyze their performance for credit card fraud detection (Shen et al., 
2007). Anis et al implemented the family of DTs for different levels of imbalance for credit card fraud (Anis et 
al., 2015). Brown and Mues also analyzed different classification models for a set of skewed levels to check 
predictive performance for the minority class in credit scoring (Brown & Mues, 2012). Peng et al ranked the 
most implemented classification algorithms for the credit card frauds (Peng et al., 2011). Considering the studies 
that have been specifically formulated to find the best classification algorithms, we utilized two famous and 
widely implemented algorithms that include, Decision Trees and Support Vector Machine. West and 
Bhattacharya presented a comprehensive literature review of financial fraud detection  studies and found that 
Logistic Regression, Bayesian Belief Network, Support Vector Machines, Logistic Regression, Neural Network 
are the algorithms that perform optimally for credit card fraud (West & Bhattacharya, 2016 and Zhang &Zhou, 
2004).  

2. Methods 

As explained in section 1, objective of this paper is to explore resampling strategies in balancing the imbalanced 
datasets for the classification algorithms. Thus we will provide a brief overview of the classification algorithms 
and notation for the problem statement and the resampling strategies and the evaluation metrics that have been 
implemented for this study.  

2.1 Classification Algorithms  

Decision Trees: Decision Tree is a technique of classifying data by generating a tree like structure. This tree has 
internal nodes that represent binary choices for each attribute whereas the branches of the tree symbolize the 
outcomes of that choice (Breiman, 2001). These nodes are created in such a way that the samples could be 
traversed using them. Decision Trees have many types e.g. Classification and Regression Trees (CART), J48 and 
Random Forest etc. Among the family of DT’s Random Forest (RF) or decision forest is the widely used 
classification tree (Breiman, 2001). RF is collection of trees that are created to minimize the risk of over training 
the samples and to avoid the instability with in a single tree (Bhattacharyya et al., 2011). Another technique in 
DTs is pruning: which is used to reduce overfitting. Pruning removes the nodes of a DT without affecting the 
overall performance of a tree. Pruning also makes RF robust to noise and over training of samples. In RF each 
tree is created independently with little complexity and thus it requires tuning of only two parameters that 
include number of attributes and number of trees at each node. This process makes the generation of RF very 
simple (Bhattacharyya et al., 2011). 

Support Vector Machine: Support Vector Machine (SVM) was developed by Vapnik, 1995. It is a 
classification technique of mapping linear functions to higher dimensional space. This enables a nonlinear 
complex classification problem to be solved linearly with minimum computational complexity. SVM uses a 
kernel function for the transformation of data to high dimensional space. Kernel function is defined as a linear 
mapping between the data and a high dimensional space. Mathematically it is given by: ݇(ݔଵ, (ଶݔ = ,(ଵݔ)߮〉  〈(ଶݔ)߮
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Where 	߮: ܺ → ܪ  represents a mapping from function ܺ  to the higher dimensional space ܪ	 . After the 
implementation of kernel function a hyper plane is generated to classify the data points to their respective classes 
and is defined as: ݓ. (ݔ)∅ + ܾ = 0 

This hyper plane is constructed to have maximum separation between the instances of both the classes. Thus the 
final classification of SVM can be defined as: ෍∝௜ ,௜ݔ)௜݇ݕ ௡(ݔ

௜ୀଵ + ܾ = 0 

3. Problem Statement and Notations 

This section will define the problem statement and the necessary notations that have been utilized in resampling 
and classification of credit card fraud datasets. As the credit card fraud transaction has to be classified to either 
legitimate or fraudulent, therefore we will consider a binary classification problem. Consider a data set D 
having m elements. Then D = (x୧, y୧)୧ୀଵ୫ . Where x୧ is a set of d-dimensional transactions and y୧gives the 
labels i.e.	y୧ = {0,1}.  Here 0	&	1 represents majority and minority classes respectively. Let D୫ୟ୨ = {(x୧, y୧) ∈ D|y୧ = 0} & D୫୧୬ = {(x୧, y୧) ∈ D|y୧ = 1}. 
As credit card fraud datasets are imbalanced where this imbalance can be described by defining an imbalance 
ratio i.e.  IR(D) = D୫ୟ୨D୫୧୬ 

It is worth to note that higher  ratio of  IR(D) will give more skewed dataset. Thus our aim is to resample the 
dataset by lowering the IR(D). For IR(D) = 1 we will acquire a fully balanced dataset. Every standard 
classification problem is modeled on some training data whereas the modeled is verified using the test data. Here 
we assume that D is the training data that needs to be resampled. Learning a classifier from imbalanced training 
set D can be done in two stages. In the first phase the dataset D is resampled such that a desired imbalance 
ratio IR(r(D) is achiever whereas IR(r(D)) < IR(D). This is performed by dropping majority transactions or 
by adding new minority samples that will be generated synthetically. After performing the resampling a standard 
classification function C is learned on resampled dataset r(D) to generate a model C୰(ୈ)that maps all the 
instances in m- dimensional space to the target set {0,1} i.e. C୰(ୈ): ℝ୫ → {0,1}. 
Next step is to validate the model C୰(ୈ) by checking its performance on the test set D୲ୣୱ୲using classifier C. For 
this purpose performance of any classifier is determined using performance metrics P for which the input is the 
trained model on the resampled dataset C୰(ୈ) and D୲ୣୱ୲ to produce better classification metrics. Higher values 
of these metrics give a better predictive model. In order to find the performance of the parameter r on the 
classifier  C, k-fold cross validation is implemented during the training phase.  

4. Resampling Techniques 

Each resampling method r considered in this study, will follow a schematic way given below. 

It will take input of training dataset for the resampling. A resampling multiplier l will be adjusted so that IR൫r(D)൯ = ଵ୪ 	IR(D) where, 	l > 1. l is called the resampling multiplier that is used to regulate the amount of 

resampling. 

Training dataset will be modified by adding new minority samples (oversampling) or by reducing the majority 
samples (undersampling). This will be done according to the method implemented for resampling. 

Finally we get a resampled dataset r(D) that can be classified using classifier C where IR൫r(D)൯ ≤ 	IR(D). 
Now we explain the resampling techniques we will use in this paper.  

4.1 Random Undersampling  

Random Under-Sampling is an effective technique that tends to eliminate the majority samples from the training 
data. A number of studies point towards the effectiveness of this sampling technique. In a study presented by Liu, 
it was found that by reduction of majority samples in large number can bring significant savings in terms of the 
training time and memory that is required in building a training model (Liu, 2004). However, randomly 
eliminating majority instances by great number can lead to drop useful information necessary in building a 
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model that can detect more minority samples. It was suggested in Ganganwar, that RUS procedure should be 
performed on larger datasets idyllically as the larger datasets are acceptably redundant in majority samples, thus 
most of the data to be discarded is redundant in nature (Ganganwar, 2012). In another study, it revealed RUS as 
the naivest and most frequently used resampling technique. Major drawback faced by RUS technique is that the 
amount of information withdrawn from the training data cannot be controlled (Krishnaveni & Rani, 2011). 
Despite the fact, that this technique can affect the classifiers performance, RUS have been considered as the most 
effective technique and can outperform certain other sophisticated techniques (Wang et al., 2008). 

RUS is performed until both the classes (i.e. majority and minority) have same number of samples. Also RUS 
does not take in to account any additional parameters. For this study, a random subset of D୫ୟ୨ with  หD୫ୟ୨ห(l − 1l ) 
samples that will be withdrawn. All the samples in D୫ୟ୨ have equal probability to be selected for the process of 
under-sampling.  

4.2 Random Oversampling 

Random Over-Sampling (ROS) inclines to increase the number of samples of the minority class. ROS until they 
represent a balance number of samples with respect to the majority class samples in the training data. A detailed 
analysis of over-sampling is given by Chawla in which the importance of over-sampling has been emphasized 
(Chawla et al., 2002). ROS retains the existing information of the dataset in contrast to RUS. However, the 
shortcomings of ROS were marked and significantly include need of large memory and longer time in training 
the model because of greater number of samples for both classes (Wang et al., 2008). In another study, it was 
further pointed out that ROS create an issue of overfitting due to replication of minority instances and thus the 
model cannot be generalized to the new data (Ganganwar, 2012). 

Despite the fact that this technique holds certain limitations, Liu insisted the use of ROS as a very effective 
procedure of resampling (Liu, 2004). In his study, it was suggested to generate new minority instances from the 
existing training data rather generating new instances from the new training set could possibly bias the process of 
random selection of instances. 

In this study, minority sample will be randomly generated until they become equal in number with the majority 
samples. For this purpose, |D୫୧୬|(l − 1) minority samples are added to the training set.  

4.3 SMOTE  

SMOTE stands for Synthetic Minority OverSampling Technique. This novel technique was presented by Chawla 
et al., 2002. SMOTE mainly creates a new sample by interpolation of existing minority samples that lie together.  
For any original sample x୧ , it randomly selects one or more k nearest neighbors of x୧  and performs 
interpolation of the existing sample and its neighbor and creates a new sample. More specifically, it follows the 
subsequent procedure in creating new samples. SMOTE takes the difference between x୧  and its nearest 
neighbor, this difference is multiplied by a random number between 0 and 1. Finally this is added to the original 
sample x୧ to get a new sample x୬ୣ୵.  This technique forces the decision region of the minority class towards 
the majority space that can effectively reduce the problem of overfitting. Although SMOTE significantly 
improves the performance of minority class, it hinders the performance of classifiers by assigning the same 
sampling rate to each neighboring instance of x୧. To overcome this problem, certain SMOTE based studies have 
been proposed to assign different weightings to the neighboring minority class instances for x୧, e.g. (Lu & Ju, 
2011 and Ngai et al., 2011). SMOTE uses an additional parameter k for defining the sampling rate. FOR this 
study we have implemented SMOTE for k=5.  

Following procedure is adopted in synthetically generating new minority samples. 

1. Initialize a new set ܦ௡௘௪ = ߮. 

2. To generate new samples, following steps have been repeated |ܦ௠௜௡|(݈ − 1)times: 

i) Randomly select	ݔ௜ ∈   .௠௜௡ܦ

ii) Find ݇ nearest neighbors of ݔ௜. Randomly choose any nearest neighbor and call it ݔ௝. 
iii) Interpolate these two samples in the following way to find new sample for ݔ௜: ݔ௡௘௪ = ௜ݔ + ௜ݔ)ߙ −  [1	0]߳ߙ (௝ݔ
iv) Label all new samples as the minority class samples and add to ܦ௡௘௪  
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3. Add the newly generated samples to the set ܦ i.e. ܦ = ௡௘௪ܦ +  ௠௔௝ܦ+௠௜௡ܦ
4.4 Performance Measures 

The most common measure in classification is accuracy. However, high accuracy does not imply that all the 
fraudulent transactions have been classified correctly. Cost of misclassifying fraudulent transaction is far greater 
than misclassifying legitimate transaction in credit card fraud detection. As accuracy of any classifier cannot 
characterize the performance for the minority class, it is considered to be a biased metric. Other than accuracy, 
there have been other measures developed by the data mining community. An assortment of these metrics is 
based on a confusion matrix that is illustrated in Table 1. Confusion matrix is a 2x2 matrix with 4 elements 
described under:  

Table 1. Confusion Matrix 

Actual Class Predicted Class 

Positive Negative 

Positive TP (Hit/Fraud catch) FN (Miss) 

Negative FP (False Alarm)  TN (Normal) 

True Positive (TP) represents the accuracy for the fraudulent (positive) examples. It explains how many positive 
examples have been labeled correctly. TP rate is also called sensitivity or recall. Similarly True Negative (TN) 
rate defines how many legitimate examples are classified correctly. It is also called specificity. False Negative 
(FN) detects the number of positive examples classified as negative where as True Negative (TN) represents 
negative examples predicted negative. Performance measures utilized in this study are based on the elements of 
the confusion matrix. These evaluation metrics are defined as follows. ܴ݈݈݁ܿܽ = ܶܰܶܰ + ܥܥܯ ܲܨ = ܶܲ × ܶܰ − ܲܨ × ܲܶ)ඥܰܨ + ܲܶ)(ܲܨ + ܰܶ)(ܰܨ + ܰܶ)(ܲܨ + ܨ (ܰܨ ݁ݎݑݏܽ݁݉− = (1 + ݊݋݅ݏ݅ܿ݁ݎܲ(ଶߚ × .ଶߚ)݈݈ܴܽܿ݁ ݊݋݅ݏ݅ܿ݁ݎܲ + ܴ݈݈݁ܿܽ)  

Whereas ߚ = 1 and ܲ݊݋݅ݏ݅ܿ݁ݎ = ܶܲܶܲ +  ܲܨ

5. Experimentation 

Credit card fraud detection is an area of fraud detection that is more explored during recent years. The methods 
adopted to detect credit card fraud support an auto detection of fraudulent behavior among the given transaction. 
However, there are some constraints t this domain follows either naturally or due to some restrictions imposed 
by the financial institutions. Firstly the credit card datasets are heavily skewed (Juszczak et al., 2008 and He et 
al., 2008)and the real datasets are mostly not provided by the financial institutions (Lu & Ju, 2011 and Ngai et al., 
2011) due to privacy concerns of the customers.  Also the datasets available have very low number of samples 
which becomes the cause of not learning all the rules by the classifier. In this paper we are utilizing 3 datasets. 2 
datasets, German Credit Card and Australian Credit Card datasets have been taken from UCI repository 
(Asuncion & Newman, 2010). These datasets have been implemented in most of the studies (Peng et al., 2011, 
West & Bhattacharya, 2016 and Li et al., 2013). Third dataset, Give Me Some Credit (GMSC) have been 
obtained from kaggle repository that was used for a competition. All the dataset utilized in this paper contain 
different ratios of fraud and non-fraud transactions (www.kaggle.com). For all datasets, 70% of the data is kept 
for the training and validation while 30% is used for the testing purpose. As the credit card datasets are 
extremely skewed, each training dataset, D is altered to have imbalance ratios of D୧ where	i = 1,2,3,4. These 
datasets contains different ratios of fraud transactions i.e. 5%, 10%, 20% and 30%. Each D୧  is further 
bifurcated to its corresponding majority and minority class instances se i.e.  D୧୫ୟ୨ and D୧୫୧୬ for application of 
corresponding resampling method r. 
For the classification of three datasets, we selected two classifiers that have been explained in section 1. The 
classifiers SVM and DT are executed using default parameters. For SVM radial kernel was used. Classification 
is implemented using 10-fold cross-validation. This means that during the training phase the dataset have been 
divided in to 10 equal parts. Among 10 parts, 9 have been used to build model while 1 part of the training data is 



mas.ccsenet

 

used to va
validation 

6. Results

In this pap
with no re
For all the
given for 
separately 

For Austra
performan
classifiers.
performed
2. RUS pe
i.e. for 70
95:05, it f
achieved in

For the da
imbalance
get worse 
for all the 
observed f

Fig

Fi

t.org 

alidate the mo
process. 

 and Discussi

per, we have a
esampling. Res
e datasets, we u

three perform
against differe

alian dataset, 
nce but in som
. SMOTE and

d well only for 
erforms optima
0:30 and 80:20
fails to achiev
nsignificant pe

ataset GMSC,
 ratio is increa
with increasin
metrics. RUS 

for ROS.  

ure 1. Perform

gure 2. Perform

odel. This pro

on  

analyzed three 
sults for the th
utilized four im

mance metrics 
ent imbalance 

results are pr
me cases it ha
d ROS approx
TP rate for bo

ally for all the 
0, SMOTE giv
e better score
erformance for

, results are d
ased, no resam
ng ratio of imb

also provide b

mance of classi

mance of class

Modern

ocess is repeat

mostly implem
hree datasets u
mbalanced dist
defined in Se
ratios for resp

resented in Fi
s performed o
ximately perfo
oth classifiers.
distributions. I
ves better resu
s like previou
r both classifie

depicted in Fig
mpling either f
balance. Howe
better results f

fiers for Austr

sifiers for Germ

n Applied Scienc

97 

ted until ever

mented resamp
sing two class
tributions and 
ection 2. Resu
pective evaluat

igure 1. Altho
optimally than
formed equiva
 Similarly for 
It has been per
ults but for th

us datasets for 
ers.  

gure 3. It can
fails to provide
ever for other r
for highly imba

ralian dataset in

man dataset in 

ce

ry part of the 

pling techniqu
sifiers are pres
the results of r

ults for each r
tion metrics. 

ough “no resa
n all the other 
alently for all 
German datas

rceived that wh
he extreme dis

both the clas

n be seen that
e better evalua
resampling tec
alanced datase

n terms of TP 

 terms of TP ra

training data 

ues for imbalan
sented from Fi
resampling tec

resampling tec

ampling” has n
resampling te
the distributi

set, results are 
hen data is not
stribution data
ssifiers. Here a

t for both the
ation metrics o
chniques, SMO
ets of GMSC. 

rate, F-measur

ate, F-measure

Vol. 14, No. 7;

is utilized fo

nced datasets a
gure 1 to Figu
chniques have 
chnique are pl

not achieved 
echniques for 
ions whereas 
depicted by F
t extremely ske

asets i.e. 90:10
also no resamp

e classifiers, a
or the perform
OTE performs
Similar behav

re and MCC

e and MCC 

2020 

r the 

along 
ure 3. 
been 
otted 

good 
both 
RUS 
igure 
ewed 
0 and 
pling 

s the 
mance 

well 
ior is 

 

 



mas.ccsenet

 

Fi

In summat
However i
evaluation
F-measure
all dataset
performan
performed
techniques

Quality of 
resampling
SMOTE h
whereas fo
also observ
techniques
important 
datasets do

7. Conclus

This study
credit card
imbalance
generally r
know to w
provide an
Moreover 
and very u
improve th
technique 
give better

In our futu
assess the 

Reference

Anis. M. 
Journ

Anis. M., 
Learn
III(12

Asuncion. 

t.org 

igure 3. Perfor

tion for all the 
it has been no

n metric e.g. in
e SMOTE and 
ts except for s

nce of the cla
d worse than e
s.  

f datasets is als
g technique is
has performed
or the same da
ved that at ext
s are not prese
to know to w

oes not guaran

sion  

y has looked at
d fraud detecti
 was assessed 
resampling im

what extent the
n optimal per
there cannot b

unexpectedly t
he classificatio
and should als
r scores of eva

ure work, we 
performance o

es 

& Ali. M. (20
nal of Compute

Ali. M. & Yad
ning in Credit 
2), 86-102.  

A. & Newm

rmance of clas

datasets, the r
oticed that eve
n almost all th
ROS out rule

some measure
ssifier will be
even no resam

so an importan
 highly depen

d equivalently 
ataset, SMOTE
treme distribut
enting optimal 
what extent th

ntee to have go

t the comparis
ion. For this p
using three ev

mproves the pe
e data can be r
rformance in 
be any unanim
there exist som
on results for im
so consider no
aluation metric

aim to compa
of imbalanced 

017). A Novel
er Science and

dav. A. (2015)
Card Fraud De

man. D. J. (20

Modern

sifiers for GM

results do not p
ery resampling
he cases TP r
e RUS wherea
es. This implie
e adversely af
mpling. This s

nt factor affect
ndent on the cl

to no resamp
E achieved be
tion the resamp
performance 

hese resamplin
od metrics of p

on of widely u
purpose, perfo
valuation metri
erformance of 
resampled for d
all cases and

mous choice fo
me cases for w
mbalanced cre

o resampling. I
s as balancing

are these balan
credit card dat

l Similarity B
d Information S

. A Comparati
etection. Intern

010). UCI Ma

n Applied Scienc

98 

MSC dataset in 

provide domin
g technique is
rate has been 
s no resamplin
es to choose r
ffected as for 
shows that no

ing the predict
lassifier select
pling for RF w
est evaluation 
pling techniqu
for the other d
ng techniques
prediction. 

used traditiona
ormance of thr
ics. After the a
imbalanced d
different level

d can deterior
or resampling 
which no resam
edit card datas
t is also impor
 the dataset is 

ncing techniqu
tasets.  

Based Undersa
Security, 15(1)

ive Study of D
national Journ

chine Learnin

ce

terms of TP ra

nance of any re
s giving highe
achieved by t
ng fails to pro
resampling tec

some cases 
ot all imbalan

tive performan
ted for the pre
when the data
metrics for SV
es are perform
dataset at the s
s can be impl

al resampling t
ree credit card
analysis of the

datasets in mos
ls of imbalance
rate the perfor
techniques for

mpling can be 
ets one needs 
rtant to know w
not a good cho

ues with diffe

ampling of Imb
), 134:139.  

Decision Tree A
nal of Econom

ng Repository.

ate, F-measure

esampling tech
st performanc

the RUS appro
ovide better pe
chniques very
the resamplin

nced datasets r

nce of classifie
ediction e.g. fo
aset becomes 
VM. In certain

ming very well 
same distributi
lemented beca

techniques and
d datasets with
se techniques 
st of the cases
e. Balancing th
rmance of im
r credit card im
a better choic
to specify an o
what threshold
oice in all case

erent threshold

mbalanced Data

Algorithms for
mics, Commerce

 In: School o

Vol. 14, No. 7;

e and MCC 

hnique over an
ce score for ce
oach. Similarly

erformance sco
y carefully els
ng techniques 
require resamp

ers. Performan
or German dat
extremely ske

n cases it has 
however, the 

ion. Thus it is 
ause balancing

d no resamplin
h varying leve
it is concluded

s. It is necessa
he dataset doe

mbalanced data
mbalanced dat
e. Thus in ord
optimal resamp
d of resampling
es.  

ds of resamplin

asets. Internat

r Class Imbala
e and Manage

of Information

2020 

 

other. 
ertain 
y for 

ore in 
e the 
have 
pling 

ce of 
taset, 
ewed 
been 
same 
very 

g the 

ng for 
els of 
d that 
ary to 
es not 
asets. 
tasets 
der to 
pling 
g can 

ng to 

ional 

anced 
ement, 

n and 



mas.ccsenet.org Modern Applied Science Vol. 14, No. 7; 2020 

99 
 

Computer Science, University of California, Irvine, CA.  

Bhattacharyya. S., Jha. S., Tharakunnel. K. & Westland. J. C. (2011). Data mining for credit card fraud: A 
comparative study, 50, 602-613. Decision Support Systems. https://doi.org/10.1016/ j.dss.2010.08.008  

Breiman. L. (2001). Random Forests. Machine Learning, 45(1), 5-32. https://doi.org/10.1023/A: 101093404324  

Brown. I. & Mues. C. (2012). An experimental comparison of classification algorithms for imbalanced credit 
scoring data sets. Expert Systems with Applications, 39, 3446–3453. 
https://doi.org/10.1016/j.eswa.2011.09.033  

Chawla. N. V., Bowyer. K. W., Hall. L.O. & Kegelmeyer. W. P. (2002). SMOTE: Synthetic Minority 
Over-Sampling Technique. Journal of Artificial Intelligence Research, 16, 321-357. 
https://doi.org/10.1613/jair.953 

Ganganwar, V. (2012). An Overview of Classification Algorithms for Imbalanced Datasets. International 
Journal of Emerging Technology and Advanced Engineering, 2(4), 42-47.  

He. H. & Garcia. E. A. (2009). Learning from imbalanced data. IEEE Transactions on Knowledge and Data 
Engineering, 21(9), 1263-1284. https://doi.org/10.1109/TKDE.2008.239  

He. H., Bai. Y., Garcia. E. A. & Li. S. (2008). ADASYN: Adaptive Synthetic Sampling Approach for Imbalanced 
Learning. IEEE International Joint Conference on Neural Networks, 1322-13328. 
https://doi.org/10.1109/IJCNN.2008.4633969  

http://www.kaggle.com/c/GiveMeSomeCredit 

Juszczak. P., Adams. N. M., Hand. D. J., Whitrow. C. & Weston. D. J. (2008). Off the peg and bespoke classifiers 
for fraud detection. Computational Statistics and Data Analysis, 52(9), 4521-4532. 
https://doi.org/10.1016/j.csda.2008.03.014 

Krishnaveni. C. V. & Rani. T. S. (2011). On the Classification of Imbalanced Datasets. International Journal of 
Computer Science and Technology, 2(1), 145-148. DOI:10.13140/RG.2.2.14964.24961 

Li. H., Zou. P., Wang. X. & Xia. R. (2013). A New Combination Sampling Method for Imbalanced Data. 
Proceedings of 2013 Chinese Intelligent Automation Conference, Lecture Notes in Electrical Engineering 
256. Springer-Verlag Berlin Heidelberg 2013. https://doi.org/10.1007/978-3-642-38466-0_61  

Liu. A. Y. (2004). The Effect of Oversampling and Undersampling on Classifying Imbalanced Text Datasets. 
(2012). The University of Texas. DOI:10.1.1.101.5878&rep=rep1&type=pdf  

Lu. Q. & Ju. C. (2011). Research on Credit Card Fraud Detection Model Based on Class Weighted Support 
Vector Machine. Journal of Convergence Information Technology, 6(1), 62-68. 
https://doi.org/10.4156/jcit.vol6.issue1.8  

Neilson (2012). Global Cards — 2011. The Nielsen Report, April 2012 (Issue 992), Carpinteria, CA, USA. 
www.prweb.com/releases/2013/8 

Ngai. E. W. T., Hu. Y., Wong. Y. H., Chen. Y. & Sun. X. (2011). The application of data mining techniques in 
financial fraud detection: A classification framework and an academic review of literature. Decision 
Support Systems, 50(3), 559-569. https:/doi.org/10.1016/j.dss. 2010.08.006 

Peng. Y., Wang. G., Gang. K. & Shi. Y. (2011). An empirical study of classification algorithm evaluation for 
financial risk prediction. Applied Soft Computing Journal, 11(2), 2906–2915. 
https://doi.org/10.1016/j.asoc.2010.11.028  

Rahman. M. & Davis. D. N. (2013). Addressing the Class Imbalance Problems in Medical Datasets. 
International Journal of Machine Learning and Computing, 3(2), 224-228. 
https://doi.org/10.7763/IJMLC.2013.V3.307  

Shen. A., Tong. R. & Deng. Y. (2007). Application of Classification Models on Credit Card Fraud Detection. 
IEEE International Conference on Service Systems and Service Management, 1-4, 2007. 
https://doi.org/10.1109/ICSSSM.2007.4280163  

Stolfo. S. J., Fan. D. W., Lee. W., Prodromidis. A. L. & Chan. P. K. Credit Card Fraud Detection Using 
Meta-Learning: Issues and Initial Results. In AAAI-97 Workshop on AI Methods in Fraud and Risk 
Management, 1997. 

Tremblay. M., Pater. R., Zavoda. F., Valiquette. D. & Simard. G. (2007). Accurate Fault-Location Technique 
based on Distributed Power-Quality Measurements. 19th International Conference on Electricity 



mas.ccsenet.org Modern Applied Science Vol. 14, No. 7; 2020 

100 
 

Distribution. 

Vapnik. V. (1995). The Nature of Statistical Learning Theory. Springer, New York, NY, USA. 
https://doi.org/10.1007/978-1-4757-2440-0  

Wang. S., Tino. P. & Kaban. A. (2008). Class Imbalance Learning. University of Birmingham. 

West. J. & Bhattacharya. M. (2016). Intelligent financial fraud detection: A comprehensive review. Computers & 
Security, 57, 47-66. https://doi.org/10.1016/j.cose.2015.09.005  

Zareapoor. M. & Shamsolmoali. P. (2015). Application of Credit Card Fraud Detection: Based on Bagging 
Ensemble Classifier. Procedia Computer Science, 48, 679–686. https://doi.org/10.1016/j.procs.2015.04.201  

Zhang. D. & Zhou. L. (2004). Discovering golden nuggets: data mining in financial application. IEEE 
Transactions on Systems, Man, and Cybernetics, Part C: Applications and Reviews, 34, 513-22. 
https://doi.org/10.1109/TSMCC.2004.829279  

 

 

Copyrights 

Copyright for this article is retained by the author(s), with first publication rights granted to the journal. 

This is an open-access article distributed under the terms and conditions of the Creative Commons Attribution 
license (http://creativecommons.org/licenses/by/3.0/). 

 
 

 


