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Abstract

The ideas behind the energy intensity turn out to be fundamental to the transition to a low-carbon society. This transition requires efforts both in low-emission technology choices and in moving away from path dependency. This entails significant costs in the short and long run for African countries. This paper analyses drivers of energy intensity in 13 West African countries focusing on education and investment over the period 1990 to 2015. Panel data techniques are suitable for the analysis. After testing for stationarity and cointegration, we use the Fully Modified Ordinary Least Square method (FMOLS) with cross-sectional independence and the Common Correlated Effect Pooled Mean Group approach (CCEPMG) for cross-sectional dependence. Our main findings show robust evidence that education, energy price and income above a certain threshold play an important role in improving energy intensity in the long run. By controlling for cross-sectional dependence, we find that investment and the urbanization rate become positive and statistically significant. Our empirical findings show that increasing the education level is important to improve energy use, calling for policy action encompassing both sectoral and global measures that is crucial to achieve energy efficiency.
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1. Introduction

The Earth Summit held in Rio in 1992 after Stockholm 1972, marked a major landmark for international environmental action. The adoption in 2015 of the Sustainable Development Goals by the United Nations system is another turning point. For developing countries, improving energy efficiency to mitigate a higher vulnerability to climate change is a concern (IPCC, 2007). During the last decade, the growing dynamism of West African economies has undoubtedly contributed to an increase in demand for all forms of energy. This raises concerns for energy access, energy security, environmental protection for West African countries (ECOWAS, 2015; Diedhiou, 2020). This is even more significant given that improving energy efficiency has been included in the Sustainable Energy for All (SE4ALL), ECOWAS Centre for Renewable Energy and Energy Efficiency (ECREEE) and the commitment made at COP21 by West African countries, on a potential emission reduction of around 900 MtCO2 by 2030.

To move towards sustainable development, it is essential to use energy more efficiently and to reduce its intensity. Energy intensity, that’s energy consumed to produce a unit of economic output, has been widely used in the literature as a proxy for energy efficiency. However, it is argued that energy intensity can mask certain structural and behavioral factors that do not necessarily imply energy efficiency improvements (IEA, 2014). At best, therefore, energy intensity can be used as a rough proxy for energy efficiency.

In ECOWAS countries, energy intensity has certainly decreased, nearly 11.09 percent over the period 1990-2015, or at an average annual rate of 0.47 percent per year (World Bank-WDI, 2019). In addition, the region’s energy resources consist mainly of traditional biomass and fossil fuels (gas, oil) which remain highly polluting.

Energy intensity is of crucial importance for the preservation of the environment and the restructuring of the energy-economy model (Miketa, 2001; IEA, 2009). Therefore, understanding the main factors influencing energy intensity in ECOWAS will have important implications in achieving the objectives of SE4ALL, ECOWAS Energy Efficiency Policy (EEEP) and COP21.
Several studies have analyzed the determinants of energy intensity (Hang and Tu, 2007; Destais et al., 2007; Song and Zheng, 2012; Herreras et al., 2013). They focus mainly on the relevance of technology, economic growth, energy prices and structural change. These studies do not abound in West African countries even if we can notice those of Djezou (2013) in the West African Economic and Monetary Union (WAEMU), Adom and Kwakwa (2014) in Ghana and Adam (2015) in Nigeria.

Moreover, few of them address the effects of education and investment (Van den Branden, 2015; Sequeira, 2018). Studies on these two variables have mostly been limited to micro-level analyses. However, comprehensive studies at the aggregate level with cross-country data can provide a broader picture of energy intensity.

ECOWAS countries face huge investment needs in energy-intensive infrastructure. For example, between 1998 and 2014, the World Bank approved 40 energy operations, totaling $1.45 billion, for ECOWAS member states (AfDB, 2015). However, increased investment to meet development imperatives should be coupled with broad awareness of efficient energy use. Information and education for change play a strategic role in improving energy intensity in the ECOWAS region.

Motivated by this background, our study endeavors to analyze the determinants of energy intensity, focusing on investment and education in West African countries.

A two-step empirical strategy is used. The first, more standard, uses Phillips and Moon’s (1999) Fully Modified Ordinary Least Square method (FMOLS hereafter) with cross-sectional independence and the second, is Chudik and Pesaran’s (2015) Common Correlated Effect Pooled Mean Group approach (CCEPMG hereafter). Unlike the standard approach, it considers the cross-sectional dependence of the observations in addition to the heterogeneity of the parameters and the non-stationarity of the variables.

The remainder of this article is organized as follows. Section 2 presents a preliminary analysis of energy and energy intensity of the ECOWAS. Section 3 reviews the related literature. The methodology and data are introduced in Section 4. Main findings and discussion are presented in Section 5. The final section concludes by discussing the overall findings and policy implications.

2. Stylized Facts: Energy and Energy Intensity

2.1 ECOWAS Energy Situation

The ECOWAS region is characterized by a low rate of access to energy services. According to ECOWAS statistics (2016), only 45% of energy demand is met, and per capita energy consumption is only 150 kWh/day, one of the lowest in the world.

Per capita energy consumption in the Sub-Saharan Africa region is 0.68 Ktoe, far below the world consumption (1.92) and that of North America (7.05).

Figure 1. Energy consumption in 2014 (Ktoe/capita)
Biomass (wood, agricultural residues, charcoal, dung, etc.) and waste constitute the main source of energy supply for 70% to 90% of the West African population depending on the country. Indeed, the role of traditional biomass in providing final energy consumption is noteworthy for nine countries in 2010 (UNEP, 2014) (Figure 2).

![Figure 2. Share of traditional biomass in total final energy consumption (2010)](image)

### 2.2 Energy Intensity Trends

Energy intensity improvements are among the most cost-effective solutions to rising energy costs, unpredictable and unstable energy supplies, and environmental conservation (IEA, 2014).

ECOWAS Heads of State have given high priority to energy efficiency with the adoption in 2013 of the ECOWAS Energy Efficiency Policy (EEEP). Many actions such as the introduction of energy saving lamps and energy audits are meaningful.

Noticeably, higher patterns of energy intensity are observed during 1970s. However, this trend has been reversed and this intensity has steadily decreased (Adom and Kwakwa, 2014). The average energy intensity of the 15 ECOWAS member states fluctuated over the period 1990-2015. It is 8.25 MJ/dollar in 2015, higher than that of Cabo Verde (Figure 3). The low intensity in some countries can be explained by the economic structure dominated by services. Energy-intensive countries are also those that are highly dependent on traditional biomass. Furthermore, we find that the overall energy intensity of the region decreases over time (Figure 4).

On average, the region’s primary energy intensity decreased by 11.09% between 1990 and 2015 at an average rate of 0.47% per year despite the enormous challenges that remain.
3. A Brief Empirical Literature Review

Energy intensity has been the subject of much aggregate or sectoral work using time series or panel data techniques (Metcalf, 2008).

The empirical evidence on the role of investment and education is generally ambiguous. Given the mixed relationship between energy and financial development factors, Hübler and Keller (2010) question the energy savings potential of new capital investments. Thus, investment absorbs part of the composition effect: if energy-intensive sectors are also capital-intensive, an increase in investment may reflect an expansion of energy-intensive sectors and thus lead to an increase in energy consumption. Petrović et al. (2018) find the same results for European countries over the period 1995-2015, showing a positive impact of gross fixed capital formation.

Miketa (2001) shows that gross fixed capital formation also increases energy intensity in 10 manufacturing industries for some industrialized and developing countries over the period 1971-1996. Similarly, public
infrastructure also has an impact on energy intensity. Public investment stimulates the development of energy-intensive industries, such as the steel and cement industries (Zeng et al., 2014; Ma, 2015), increasing energy constraints for the economy. Meanwhile, public resources invested in energy-efficient physical capital can ease the constraints on economic and social development. (Cho et al., 2007; Privitera and La, 2018).

Research on the effect of human capital is sparse despite its importance for African countries. Sequeira and Santos (2018) considering education at the national level, show a decreasing effect of primary education on energy intensity. Also, if students in secondary schools were relatively familiar with energy challenges, positive attitudes toward conservation may appear in Taiwan (Yeh et al., 2017). In addition, students with more educated parents tended to have better knowledge than others. In Greece, Ntanos et al. (2018) and Lefkeli et al. (2018) reveal the importance of education in raising environmental awareness and implementing energy conservation and environmentally friendly practices.

Van den Branden (2015) argues that schools need to rely on updated curricula and activities based on advanced knowledge including what motivates human learning to increase environmental awareness. Ashouri et al (2020) showed that average years of schooling and university enrollment have a positive effect on energy intensity.

Other studies have established the importance of some other factors such as economic indicators, demography, technology, and international trade in reducing energy intensity. Notwithstanding, focusing on West African countries with alternative empirical strategy is one of the main challenges in this paper.
Table 1. Summary of the literature on other energy intensity variables

<table>
<thead>
<tr>
<th>Author(s) and Period</th>
<th>Methodology</th>
<th>Conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Economic indicators</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mulder and De Groot (2013) 1987-2005</td>
<td>Decomposition approach</td>
<td>Energy declined only marginally in the overall economy and in the manufacturing sector but increased in the services.</td>
</tr>
<tr>
<td><strong>Demography</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elliott et al. (2017) 1995-2012</td>
<td>Mean group estimation techniques</td>
<td>The direct impact of urbanization on energy intensity is generally positive, while the indirect impact measured through four different channels (construction, industrial modernization, transportation, and lifestyle change) tends to be negative.</td>
</tr>
<tr>
<td>Deichmann et al. (2018) 1990-2014</td>
<td>OLS, Models with individual and time fixed effects</td>
<td>The 0–14-year-old population reduces energy intensity; however, population density increases energy intensity.</td>
</tr>
<tr>
<td>Chen and Zhou (2021) 2000-2014</td>
<td>Panel threshold model</td>
<td>Increasing urbanization leads to higher energy intensity. However, this positive effect of urbanization on energy intensity can be dampened when institutional quality exceeds the threshold value.</td>
</tr>
<tr>
<td><strong>Technology and international trade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hübller and Keller (2010) 1975-2004</td>
<td>Ordinary Least Squares (OLS)</td>
<td>FDI flows reduce the energy intensity of developing countries.</td>
</tr>
<tr>
<td>Sultan (2013) 1995-2010</td>
<td>Stochastic frontier analysis and OLS.</td>
<td>Firms that produce more for export have a lower energy intensity because they address a larger market and can benefit from economies of scale.</td>
</tr>
<tr>
<td>Oak (2018) 1997-2015</td>
<td>Fixed effects model</td>
<td>No significant effect of exporting on energy intensity, while an increase in imports per unit of sales results in a decrease in energy intensity.</td>
</tr>
<tr>
<td>Cao et al. (2020) 1990-2014</td>
<td>Panel model and PSTR model</td>
<td>FDI has an insignificant impact on energy intensity in non-BRICS countries. However, a significant and negative effect IS NOTICED in BRICS countries.</td>
</tr>
</tbody>
</table>

Source: author’s summary
4. Methodology and Data

This section presents the econometric model and describe the data set.

4.1 Model Specification

Following Fisher-Vanden et al. (2004), Hübler and Keller (2010), Huang and Yu (2016), our specific setting derives from the following Cobb-Douglas cost minimization function:

\[
C(P_K, P_L, P_E, P_M, Q) = A^{-1} P^{\alpha_K} P^{\alpha_L} P^{\alpha_E} P^{\alpha_M} Q
\]

where \( Q \) is the quantity of output, \( P_K, P_L, P_E, P_M \) represent respectively the prices of capital, labor, energy and materials. \( \alpha_x \) are the price elasticities of the vector \( X(X = K, L, E, M) \). The productivity term \( A \) is defined as:

\[
A = \exp(\alpha_1 GFCF + \alpha_2 Educ)
\]

where \( GFCF \) is the gross capital formation (chosen as a proxy for investment); \( Educ \) is the education (chosen as a proxy for human capital). \( \alpha_1 \) et \( \alpha_2 \) represent the coefficients of investment et education.

From Shephard’s Lemma, the demand for energy is equal to the derivative of the cost function with respect to the price:

\[
E = \frac{\alpha_e A^{-1} P^{\alpha_K} P^{\alpha_L} P^{\alpha_E} P^{\alpha_M} Q}{P_E}
\]

Assuming,

\[
P_Q = P^{\alpha_K} P^{\alpha_L} P^{\alpha_E} P^{\alpha_M}
\]

Combining (3) and (4), the energy intensity (EI) becomes:

\[
E = \frac{\alpha_e A^{-1} P_Q Q}{P_E} \quad \text{or} \quad E = \frac{\alpha_e A^{-1} P_Q}{P_E} \quad \text{and} \quad EI = \frac{\alpha_e A^{-1} P_Q}{P_E}
\]

By replacing \( A \) with its expression from (2) and taking the logarithm of both sides, we have:

\[
\ln(EI) = \alpha_0 + \alpha_1 \ln(GFCF) + \alpha_2 \ln(Educ) + \alpha_3 \ln(P_E) + \nu
\]

And the panel data form of the model is:

\[
\ln(\text{EI})_{it} = \alpha_0 + \omega_i + \theta_t + \alpha_1 \ln(GFCF)_{it} + \alpha_2 \ln(Educ)_{it} + \alpha_3 \ln(P_E)_{it} + \alpha_4 \ln(YPC)_{it} + \nu_{it}
\]

where \( \frac{\partial E}{P_E} \) is the approximation of the price of energy.

Indeed, more efficient use of energy requires improved technology (captured by \( GFCF \), on the one hand, and consumer sensitization and behavioral change (captured by education), on the other. Levels of income and urbanization can also control energy intensity. According to Furtado-Suslick (1993) and Hourcade (1993), energy intensities are more often U-shaped than saturated by economic components like income. Thus, following Galli (1998) and Djézou (2013), we opt for a non-linear relationship by favoring the quadratic form between energy intensity and income (\( YPC \)).

Therefore, the model (7) can be rewritten as follows:

\[
\ln(\text{EI})_{it} = \alpha_0 + \omega_i + \theta_t + \alpha_1 \ln(GFCF)_{it} + \alpha_2 \ln(Educ)_{it} + \alpha_3 \ln(P_E)_{it} + \alpha_4 \ln(YPC)_{it} + \alpha_5 \ln(YPC^2)_{it} + \nu_{it}
\]

Where the subscripts \( i \) and \( t \) denote country and time, respectively. \( \alpha_0 \) is the constant term, \( \ln \) denotes the natural logarithm. \( EI \) is the energy intensity; \( GFCF \), the gross fixed capital formation. \( PE \), is the price of energy, \( URB \), is the urbanization rate, \( Educ \) is the average number of years of schooling. \( YPC \) denotes the income and \( YPC^2 \), its
quadratic form. \( \alpha_i \), represents the individual (country) effect, \( \theta_t \), is the time-specific effect, then \( \nu_{it} \) is the error term. The time-specific effect represents all variables that are common to all countries but vary over time, and the individual effects are specific to each country and constant over time.

4.2 Variable Description and Data Sources

The study uses annual data from the World Bank and UNDESA covering the period 1990-2015 for 13 ECOWAS (Note 2) countries based on data availability.

Primary energy intensity (EI) is the ratio between energy demand and gross domestic product measured in purchasing power parity. It measures the amount of energy used to produce a unit of economic output. It is measured in MJ/GDP in USD, 2011 PPP. This indicator is typically used in studies such as Cao et al. (2020).

The explanatory variables are as follow. Gross Domestic Product (YPC) per capita in constant 2011 international PPP is used as a proxy for income. The quadratic term of the YPC allows to check the non-linearity especially the "U-inverted" shape of the energy intensity curve in relation to income (Villa, 2000; Bilgili et al., 2017).

Physical capital accumulation (GFCF) represents the annual flow of investments made in a country and captures the effect of technology. This variable can be negatively related to energy intensity if a clean production technology is adopted (Sultan, 2013). We use GFCF to capture the effect of investment on energy intensity (Miketa, 2001). A negative sign of the GFCF variable is expected.

Human capital (Educ) is captured through the number of years in secondary school. An educated population is aware of the need for rational use of a resource that is becoming increasingly scarce (Lefkeli et al., 2018). A negative sign on energy intensity is expected.

The consumer price index (PE) is used as a proxy for energy price. Energy price is a signal that reflects energy supply and demand and has the power to drive consumers and businesses to choose clean energy and/or energy efficient technologies and equipment (Phoumin and Kimura, 2014; Adom, 2014). A negative sign on energy intensity is expected.

Urbanization (URB) is approximated by the urbanization rate as a percentage of the urban population. Urbanization drives energy consumption through demand from the residential, infrastructure, transportation, and building construction sectors, especially energy-intensive activities. Belloumi and Alshehry (2016) report the positive impact of urbanization on energy intensity in the short and long run in Saudi Arabia. Thus, the expected sign is positive. The statistical descriptions of all variables are reported in Table 2.
Table 2. The statistical description of all the variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs.</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>Min</th>
<th>Max</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Educ</td>
<td>338</td>
<td>6.556</td>
<td>0.615</td>
<td>05</td>
<td>08</td>
<td>Secondary education, duration (years). WDI, 2019</td>
</tr>
<tr>
<td>PE</td>
<td>338</td>
<td>74.431</td>
<td>32.233</td>
<td>2.161</td>
<td>185.637</td>
<td>Consumer price index (2010 = 100). WDI, 2019</td>
</tr>
<tr>
<td>YPC</td>
<td>338</td>
<td>1858.041</td>
<td>925.907</td>
<td>754.855</td>
<td>5687.592</td>
<td>GDP per capita, PPP (constant 2011 international $). WDI, 2019</td>
</tr>
</tbody>
</table>

4.3 Econometric Approach

Our empirical strategy is based on addressing three key issues in panel data. The first one consists of testing the order of integration. In the econometric literature, several statistical tests are used to determine the degree of integration of a variable (Banerjee, 1999). The tests that will be used in this study are the “first generation” tests of Levin et al. (2002) (LLC) and Im et al (IPS) (2003) and the "second generation" test of Pesaran (2007). The LLC test assumes non-heterogeneity of the autoregressive parameter, while the IPS test allows the heterogeneity. The CIPS unit root test relaxes the assumption of cross-sectional independence of the contemporaneous correlation. All of these tests use the null hypothesis of non-stationarity.

We perform also the Lagrange multiplier test developed by Breusch-Pagan (1980) and the Cross-Sectional (CD) test by Pesaran (2015) that controls for the presence of cross-sectional dependence. The cross-sectional dependence is likely since the energy shocks usually correspond to common shocks that affect the economies of different countries simultaneously. Also, technological advances that include the diffusion of ideas in the context of environmental protection are interdependent across countries.

The second step consists of examining the presence of co-integration relationships that may exist in the long run between the variables. This analysis will follow the panel data test procedure proposed by Kao (1999) and Westerlund (2007). The first is a first-generation test and the second is a second-generation test that considers individual dependence. The Kao (1999) test assumes the homogeneity of the co-integrating vectors in the individual dimension. The Westerlund (2007) test is based on four bootstrap tests.

These tests are based on estimating a standard Error Correction Model, where both the long-run and the short-run coefficients can vary across panel groups. Two of these tests are group-mean tests, while the other two are pooled panel tests.

Finally, given that co-integration is confirmed, we use Pedroni’s (1996) and Phillips and Moon’s (1999) FMOLS and Chudik and Pesaran’s (2015) CCEPMG methods to estimate the co-integrating relationships. The FMOLS estimator accounts for possible serial correlation and endogeneity of regressors (Herzer and Nunnenkamp, 2012). It considers both individual coefficients (pooled panel) and group means (grouped panel).
To address the contemporaneous correlation problem, we use Ditzen’s (2018) common correlated effects mean group (CCEPMG) technique. CCEPMG estimation addresses concerns of potential heterogeneity and cross-sectional correlation by linking two different econometric techniques. The first is aggregate group mean (PMG) estimation, due to Pesaran, Shin, and Smith (1999), which imposes the restriction of long-run parameter homogeneity while allowing unrestricted heterogeneity of short-run parameters across cross-sectional units. The second is Pesaran’s (2006) common correlated effects estimator, which accounts for the cross-sectional dependence of observations. The technique of Ditzen (2018) has the advantage of being suitable for small sample sizes. To this end, we favor it and apply the mean recursive adjustment method to correct for small sample bias with respect to our sample size.

5. Results and Discussion

5.1 Panel Unit Root and Co-Integration Tests

Table 3 presents the level stationarity tests for each series. Almost all the variables are stationary in level except for LEduc with the LLC (2002) test with or without trend.

On the other hand, the results of these three tests in first difference summarized in Table 4 are univocal, except for the LEduc variable which cannot be rejected by considering the trend. The absence of results at the IPS level for the LEduc variable is likely due to the small size of this variable.

The Pesaran (2007) test is conditioned by the inter-individual dependence. The results are more conclusive for stationarity in first difference (Table 4). Thus, we consider that the variables are I (1) or quasi-I (1).

Table 3. Panel unit root tests

<table>
<thead>
<tr>
<th>Variables</th>
<th>LLC test</th>
<th>IPS test</th>
<th>CIPS test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>Constant</td>
<td>Constant</td>
</tr>
<tr>
<td></td>
<td>&amp; Trend</td>
<td>&amp; Trend</td>
<td>&amp; Trend</td>
</tr>
<tr>
<td>LEI</td>
<td>-1.212</td>
<td>-1.976**</td>
<td>-1.108</td>
</tr>
<tr>
<td></td>
<td>(0.113)</td>
<td>(0.024)</td>
<td>(0.134)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GFCF</td>
<td>-1.377*</td>
<td>-3.548***</td>
<td>-0.946</td>
</tr>
<tr>
<td></td>
<td>(0.084)</td>
<td>(0.000)</td>
<td>(0.172)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEduc</td>
<td>6.521</td>
<td>6.618</td>
<td>10.862</td>
</tr>
<tr>
<td></td>
<td>(1.000)</td>
<td>(1.000)</td>
<td>(1.000)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPE</td>
<td>-5.002***</td>
<td>-2.096**</td>
<td>-0.565</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.018)</td>
<td>(0.286)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LYPC</td>
<td>2.480</td>
<td>-1.838**</td>
<td>3.879</td>
</tr>
<tr>
<td></td>
<td>(0.993)</td>
<td>(0.033)</td>
<td>(0.999)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LYPC2</td>
<td>2.646</td>
<td>-1.852**</td>
<td>4.01</td>
</tr>
<tr>
<td></td>
<td>(0.996)</td>
<td>(0.032)</td>
<td>(1.000)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>URB</td>
<td>10.128</td>
<td>-2.894***</td>
<td>19.233</td>
</tr>
<tr>
<td></td>
<td>(1.000)</td>
<td>(0.002)</td>
<td>(1.000)</td>
</tr>
</tbody>
</table>

Source: Author’s own calculation

***, **, and * represent significance at a 1%, 5%, and 10% levels, respectively. P-value is in parentheses.
Table 4. Panel unit root tests

<table>
<thead>
<tr>
<th>Variables</th>
<th>LLC test</th>
<th>IPS test</th>
<th>CIPS test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First difference</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant &amp; Trend</td>
<td>Constant &amp; Trend</td>
<td>Constant &amp; Trend</td>
</tr>
<tr>
<td>∆LEI</td>
<td>-13.433*** (0.000)</td>
<td>-11.612*** (0.000)</td>
<td>-12.511*** (0.000)</td>
</tr>
<tr>
<td>∆GFCF</td>
<td>-16.845*** (0.000)</td>
<td>-14.833*** (0.000)</td>
<td>-15.529*** (0.000)</td>
</tr>
<tr>
<td>∆LEduc</td>
<td>-2.944*** (0.002)</td>
<td>-0.885 (0.188)</td>
<td>-</td>
</tr>
<tr>
<td>∆LPE</td>
<td>-6.622*** (0.000)</td>
<td>-6.758*** (0.000)</td>
<td>-6.335*** (0.000)</td>
</tr>
<tr>
<td>∆LYPC</td>
<td>-12.024*** (0.000)</td>
<td>-10.903*** (0.000)</td>
<td>-11.887*** (0.000)</td>
</tr>
<tr>
<td>∆LYPC2</td>
<td>-11.864*** (0.000)</td>
<td>-10.776*** (0.000)</td>
<td>-11.760*** (0.000)</td>
</tr>
<tr>
<td>∆URB</td>
<td>-5.595*** (0.000)</td>
<td>-8.806*** (0.000)</td>
<td>-3.141*** (0.000)</td>
</tr>
</tbody>
</table>

Source: Author’s own calculation

***, **, and * represent significance at a 1%, 5%, and 10% levels, respectively. P-value is in parentheses.

The table below shows the inter-individual dependence tests developed by Breusch-Pagan (1980) and Pesaran (2015). Their result confirms the presence of inter-individual dependence.

Table 5. Breusch-Pagan (1980) and Pesaran (2015) cross-sectional dependence tests

<table>
<thead>
<tr>
<th>Statistic</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breusch-Pagan (1980)</td>
<td>109.2</td>
</tr>
<tr>
<td>Pesaran (2015)</td>
<td>-2.319</td>
</tr>
</tbody>
</table>

Source: Author’s own calculation

Notes: ** denotes significance at the 5% level. The null hypothesis of the Breusch-Pagan LM test is that the residuals between entities are uncorrelated and relies on the chi2 statistic. Pesaran (2015) relies on the CD statistic. Rejection of the null hypothesis indicates the presence of inter-individual dependence.

As for the co-integration between variables, the Kao (1999) test is conclusive in identifying co-integrating relationships. The Kao statistic rejects the hypothesis of non-cointegration at 5 and 10% (Table 6). The Westerlund test (2007), which tests for co-integration of variables in the presence of possible dependence between observations, rejects the hypothesis of non-cointegration globally for each pair of variables (Table 7). These results conclude globally that there are co-integrating relationships between energy intensity and all explanatory variables.
Table 6. Kao Co-integration test results

<table>
<thead>
<tr>
<th>Coef.</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kao (Unadjusted modified Dickey-Fuller t)</td>
<td>-1.448 (0.074)</td>
</tr>
<tr>
<td>Kao (Unadjusted Dickey-Fuller t)</td>
<td>-1.296 (0.098)</td>
</tr>
</tbody>
</table>

Source: Author’s own calculation

A P-value lower than 1, 5 and 10% indicates a rejection of H0. Standard errors are reported in parentheses.

Table 7. Westerlund Co-integration test results

<table>
<thead>
<tr>
<th>Statistic</th>
<th>GFCF</th>
<th>LEduc</th>
<th>LPE</th>
<th>LYPc</th>
<th>LYPc2</th>
<th>URB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gt</td>
<td>-2.804 (0.040)</td>
<td>-2.779 (0.030)</td>
<td>-2.854 (0.010)</td>
<td>-2.895 (0.030)</td>
<td>-2.879 (0.060)</td>
<td>-2.937 (0.006)</td>
</tr>
<tr>
<td>Ga</td>
<td>-12.303 (0.020)</td>
<td>-8.736 (0.060)</td>
<td>-8.243 (0.460)</td>
<td>-10.456 (0.090)</td>
<td>-10.398 (0.090)</td>
<td>-2.641 (1.000)</td>
</tr>
<tr>
<td>Pt</td>
<td>-10.101 (0.060)</td>
<td>-7.252 (0.340)</td>
<td>-9.249 (0.160)</td>
<td>-9.149 (0.140)</td>
<td>-9.097 (0.180)</td>
<td>-6.648 (0.740)</td>
</tr>
<tr>
<td>Pa</td>
<td>-9.678 (0.170)</td>
<td>-5.590 (0.550)</td>
<td>-7.381 (0.460)</td>
<td>-8.416 (0.240)</td>
<td>-8.105 (0.350)</td>
<td>-3.409 (0.990)</td>
</tr>
</tbody>
</table>

Source: Author’s own calculation

Note: All estimations include trend and one lag. Critical values bootstrapped under the null of no co-integration. P-values are those significant at least at the 10% level. Standard errors are reported in parentheses.

5.2 Results by FMOLS and CCEPMG Methods and Discussion

5.2.1 Results using FMOLS Procedure

Table 8 reports the results of the FMOLS methods. However, we use the Dynamic Ordinary Least Square (DOLS) method for robustness (Kao and Chiang, 2001). The coefficients of determination (R2-adjusted) of the two methods are respectively 95.6% for the FMOLS estimator and 95.5% for the DOLS estimator. Thus, the explanatory variables of the two methods globally explain the fluctuations of the dependent variable.

Focusing on the FMOLS method, we find that education matters for energy efficiency, as a 10% increase in LEduc leads to a 4.66% improvement in LEI. We postulate that an educated population learns not only how to improve energy use, but also how to decrease energy intensity in economic activities. Education can provide a basis for understanding best practices based on rational choices (Ashouri et al., 2020; Sequeira and Santos, 2018; Ntanos et al., 2018).

Also, the price of energy has a positive impact on the reduction of energy consumption, but only to a very small extent. Indeed, an increase in the price of energy would lead to a decrease in energy intensity of about 0.0796, ceteris paribus. This result may be due to the fact that the prices of electricity, oil, and natural gas are controlled by most ECOWAS governments with periodic adjustments based on the international price. This result agrees with Yang et al. (2016) who argue that energy price is less important than other driving forces of energy reduction in China. As well, energy intensity increases with per capita income but at a decreasing rate as indicated by the positive and negative coefficients of LYPc and LYPc2 at the 1% threshold.

The results confirm the "inverted U" relationship between income and energy intensity. There is therefore a level of income at which energy intensity decreases. This result is like those of Metcalf (2008) and Wu (2012), but contrary to those of Djezou (2013) who found a "U" shape for WAEMU countries. Moreover, the results of the DOLS estimator are almost equivalent to those of FMOLS, showing that the estimated effects are reliable and robust.
Table 8. FMOLS and DOLS estimation results
Dependent variable: Energy intensity (LEI)

<table>
<thead>
<tr>
<th>Variables</th>
<th>FMOLS</th>
<th>DOLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFCF</td>
<td>0.0007</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td>(0.334)</td>
<td>(0.7560)</td>
</tr>
<tr>
<td>LEduc</td>
<td>-0.466***</td>
<td>-0.4589**</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.027)</td>
</tr>
<tr>
<td>LPE</td>
<td>-0.0796***</td>
<td>-0.0721***</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>LYPC</td>
<td>1.6785***</td>
<td>1.6904***</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>LYPC2</td>
<td>-0.1736****</td>
<td>-0.1769***</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>URB</td>
<td>0.0007</td>
<td>0.0028</td>
</tr>
<tr>
<td></td>
<td>(0.773)</td>
<td>(0.557)</td>
</tr>
<tr>
<td>R2-ajusté</td>
<td>0.956</td>
<td>0.955</td>
</tr>
</tbody>
</table>

Note: All variables are in natural logarithms, so all coefficients indicate percentage changes (elasticities).
***, **, * shows 1%, 5% and 10% of significance levels. Standard errors are reported in parentheses.

To account for inter-individual dependence added to heterogeneity across individuals, we re-estimate our models by the CCEPMG estimator of Chudik and Pesaran (2015).

5.2.2 Results using CCEPMG Approach

The possible inter-individual dependence seems highly probable to us insofar as energy shocks generally correspond to common shocks that simultaneously affect the economies of different countries. Therefore, the short and long run relationships are estimated through the CCEPMG and CCEMG estimators taking into account correlated common effects between countries. Table 9 shows the results and a Hausman specification test is carried out for comparison.

From the adjusted coefficient of determination, 75 and 64 percent for the CCEMG and CCEPMG respectively, we notice that the model is well specified. Error correction terms are negative and significant, supporting the evidence of a long-run relationship. The speed of adjustment to this long-run equilibrium is derived from the absolute value of the error correction term.

The Hausman test is used to examine the null hypothesis of no difference between CCEMG and CCEPMG estimators. The test statistic is 0.03 with a p-value of 0.866 and suggests that the consistent estimator, CCEPMG, is to be preferred over the efficient estimator, CCEMG. Hence, the CCEPMG estimator is reliable and robust.

Regardless of the model estimated (CCEPMG and FMOLS), education is always significant and is one of the main drivers of energy efficient in the long run. Moreover, the "inverted U" shape of income is also verified.

However, the positive influence of investment is statistically significant. A stock of investment in industrial activities facilitates mass production and consumption. These results are like those of Petrović et al. (2018), who explain it by the fact that investments are focused on increasing and modernizing production capacity in energy-intensive sectors, which are usually capital-intensive.

Also, the urbanization rate becomes statistically significant at the 1% level. Urbanization drives energy consumption through demand for infrastructure, transportation, and building construction, which are generally energy-intensive activities. This result is consistent with those of Poumanyvong and Kaneko (2010) who find that urbanization reduces energy consumption in low-income countries but increases energy demand in middle- and high-income countries.
In the short run, a one percentage point increase in income reduces energy intensity by 0.1525 percent. The early stages of growth for ECOWAS countries consume less conventional energy to the extent that their economies are based on non-motorized agriculture that is rather human energy intensive (Djezou, 2013). In addition, the short-term price of energy allows for energy savings.

Our results are robust since the CCEPMG estimator and CCEMG yield the same signs in the long run.

Table 9. CCEMG and CCEPMG estimation results

<table>
<thead>
<tr>
<th>Variables</th>
<th>CCEMG</th>
<th>CCEPMG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Long term</td>
<td></td>
</tr>
<tr>
<td>Ec</td>
<td>-0.6516*** (0.000)</td>
<td>-0.6100*** (0.000)</td>
</tr>
<tr>
<td>GFCF</td>
<td>0.0041*** (0.008)</td>
<td>0.0055* (0.060)</td>
</tr>
<tr>
<td>LEduc</td>
<td>-0.4337* (0.091)</td>
<td>-0.5682*** (0.000)</td>
</tr>
<tr>
<td>LPE</td>
<td>0.1883 (0.749)</td>
<td>-0.255 (0.902)</td>
</tr>
<tr>
<td>LYPC</td>
<td>1.3438* (0.098)</td>
<td>1.3366* (0.057)</td>
</tr>
<tr>
<td>LYPC2</td>
<td>-0.0958* (0.073)</td>
<td>-0.0739** (0.033)</td>
</tr>
<tr>
<td>URB</td>
<td>0.5315** (0.025)</td>
<td>0.4498*** (0.000)</td>
</tr>
<tr>
<td>C</td>
<td>5.2761 (0.773)</td>
<td>-2.2873 (0.338)</td>
</tr>
<tr>
<td></td>
<td>Short term</td>
<td></td>
</tr>
<tr>
<td>D.GFCF</td>
<td>0.0084 (0.802)</td>
<td>0.0026 (0.347)</td>
</tr>
<tr>
<td>D.LEduc</td>
<td>-0.2195 (0.289)</td>
<td>0.3102 (0.167)</td>
</tr>
<tr>
<td>D.LPE</td>
<td>-0.0487*** (0.000)</td>
<td>-0.0958* (0.07)</td>
</tr>
<tr>
<td>D.LYPC</td>
<td>-0.8101*** (0.000)</td>
<td>-1.1525*** (0.000)</td>
</tr>
<tr>
<td>D.LYPC2</td>
<td>0.0041 (0.656)</td>
<td>0.0014 (0.599)</td>
</tr>
<tr>
<td>D.URB</td>
<td>0.0138 (0.569)</td>
<td>0.0390 (0.593)</td>
</tr>
<tr>
<td>Obs.</td>
<td>325</td>
<td>325</td>
</tr>
</tbody>
</table>

Diagnostic tests

<table>
<thead>
<tr>
<th></th>
<th>F(Prob.) = (0.000) ***</th>
<th>R2-adjusted 0.75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hausmanb</td>
<td>Statistic = 0.03 (0.866)</td>
<td></td>
</tr>
</tbody>
</table>

Note: P-values are reported in parentheses. ***, ** and * indicate a significance level, respectively at 1, 5 and 10%. The null hypothesis of the Hausman test corresponds to the homogeneity of the long-run coefficients.
The results do not indicate major changes between the different methods used. Nevertheless, there are some slight discrepancies. The results obtained by considering the inter-individual dependency are more consistent than those obtained by the FMOLS method. Indeed, investment (GFCF) and the urbanization rate (URB) become positive and statistically significant.

6. Conclusion and Policy Implications

Energy concerns, in particular energy intensity, are central to ECOWAS’ regional policy. The objective of this paper was to empirically assess the relationship between energy intensity and its influencing factors, in particular education and investment in 13 ECOWAS countries. Two panel data estimation methods were used, namely the FMOLS method with a heterogeneous specification, and the CCEPMG method which considers the dependence of common factors in addition to the heterogeneity of individuals. Both methods provide robust results. Noticeably, empirical results with the FMOLS method indicate that education and energy price play an important role in improving energy intensity in the long run. Furthermore, the non-linear nature of the relationship between energy intensity and income shows that an increase in income above a threshold will lead to an increase in demand for environmentally friendly goods and services.

Controlling for cross-sectional dependence with the CCEPMG method, investment and urbanization become positive and significant. In contrast, the negative effect of energy price on energy intensity is no longer significant. Thus, the positive effect of investment reflects the fact that investments are focused on increasing and modernizing production capacity, which is generally capital and energy intensive. Urbanization in ECOWAS countries is still poorly controlled as it increases energy consumption through the demand for infrastructure, transportation, and building construction.

For future research, we suggest studying a within country specific constraints in ECOWAS area as well as incentives mechanisms for energy efficiency.
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**Notes**

Note 1. Economic Community of West African States (ECOWAS hereafter).

Note 2. The countries considered in our study are Benin, Burkina Faso, Cote d’Ivoire, Gambia, Guinea, Guinea-Bissau, Mali, Niger, Nigeria, Senegal, Sierra Leone. Cabo Verde and Liberia were excluded due to missing data.
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