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Abstract 

The stock of financial literature reveals emerging and conflicting stands on the effect of finance on the performance 
of the economy. The previous thoughts considered finance into account as an important driving force to growth 
through its role in intermediation, reduction of transaction costs and risk, and efficient uses of resources. 
Nevertheless, the newly emerging thoughts focus on the vanishing effect of finance due to its stiff competition 
over resources with the rest of the economy. The dialogues also reflected in the process of industrialization and 
promoting the manufacturing sector. Therefore, the general objective of this study is to reexamine the impact of 
financial services on the performance of manufacturing firms in Ethiopia with a special focus on firms in Addis 
Ababa. The study used propensity score matching method. The result shows that those who access finance has 
increased their operating margin profit by 2.6 on average in comparison with the non-treated groups. The treated 
groups have 0.42 greater net return on a net asset than non-treated groups on average. Therefore, the study suggests 
that financial institutions should increase their involvement to expand the accessibility of financial products to 
manufacturing firms that are the expected engines of sustainable growth and economic transformation.  

Keywords: finance, manufacturing, propensity score matching, treated group, untreated group 

1. Introduction 

It is believed that finance plays a pivotal role in activating the performance of an economy and filling the resource 
gaps in business activities. It also places a strong contribution to speeding up the process of economic 
transformation which is highly required to cure the problem of developing countries. Ethiopia in this regard is a 
predominantly agrarian economy with a limited share of the manufacturing sector in GDP, around 5 percent over 
the last decades. The manufacturing sector, in particular, has been constrained by a lack of finance, crippling down 
the role of industry in the economy. Rather, the majority of bank credit has been allocated to the service sector to 
run a small business and hotel activities, less attention to the manufacturing sector over the last decades. For 
instance, the public banks constitute 77 percent of total assets of the banking sector, and around 80 percent of their 
total outstanding loans are used to finance public investments, adversely affecting the privately owned 
manufacturing industries (MoEFC, 2016). 

The Ethiopian government has therefore embarked on an ambitious plan of making the country a hub of light 
manufacturing in Africa. Currently, the country constructs 13 industrial parks to attract investment in the agro-
processing industry and 15’s are contributing to the creation of two million manufacturing jobs for five years (EBR, 
2017). The manufacturing sector that constitutes around 70 percent of the industry sector involves a range of 
industrial and processing of items as well as the creation of new products or value addition (CSA, 2016). Following 
this, the investors put great attention to the sector to reap the expected remarkable profitability of the firms.  

According to the primary survey, this sub-sector relies highly on domestic banks to meet its financial resource 
demand. The survey result indicates that 55 percent of the manufacturing firms use domestic banks as the main 
source of finance. This is followed by saving (16%), foreign investor/partner (9%), domestic capital market (4%), 
and other unmentioned sources (16%). However, a lack of finance adversely affects profit growth and is a major 
bottleneck for investment. To evident this, bank loan given to the sector is very small, the collateral required is 
huge, direct and indirect service payments are high, risk evaluation capacity is inadequate, access to foreign 
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exchange is problematic and there is a problem of access to finance for manufacturing enterprises.  

The main purpose of this study is to evaluate the impact of access to finance on the performance of manufacturing 
firms using propensity score matching method in consideration of the livelihood of treated firms (who got access 
to finance) in comparison with a counterfactual group (who does not have access to finance). The result of this 
study also justified that increasing a financial accession to the manufacturing sector has a positive effect, not 
vanishing effect as some recent literature stated, and helps the government to draw great attention to the sector 
instead of highly engaged in allocating scarce financial resources to public enterprises for securing the economic 
transformation process in Ethiopia.  

The role of the financial sector has been well recognized in the development literature. The seminal work of Patrick 
(1966) concludes finance is an engine for economic growth and points out two possible relations between financial 
development and economic growth: ‘demand-following phenomenon’ and supply-leading phenomenon. This latter 
view dubs the ‘financial-led growth hypothesis’ that has been popular in developing countries to promote 
development (Habibullah and Eng, 2006; King and Levine, 1998). However, Lucas (1988) argues that economists 
“badly overstress” the significance of financial consideration. Regarding the linkage, Greenwood and Jovanovic 
(1990) show how well financial development and economic growth interacted with each other in the sense of 
income inequality. Beck et.al., (2004) also examined whether the level of financial intermediation influences the 
growth rate of Gini coefficient of income inequality and revealed legal implications for financial development via 
the political channel and adaptability channel through which legal origin affects credit market (La Porta et.al., 
1998). 

From the macroeconomic framework, the Structuralist school also recommends an expansion in the structure of 
the financial system and an increase in the array of financial instruments and institutions (Goldsmith, 1969: Patrick, 
1966). And, neoliberals, on the other hand, advocate the liberalization of the financial system (McKinnon, 1973: 
Shaw, 1973), which focuses on price stabilization and static allocative efficiency in the reassertion of orthodox 
economics (Saad, 2006).  

In this regards, the relationship between finance and growth fundamentally based on the role of manufacturing 
firm productivity, which is possibly affected by the quality of infrastructure, the experience and education of the 
labor force, the cost and access to financing, and different dimensions of the government-business relationship 
(Plane et.al, 2011). Multiple empirical kinds of literature show that the manufacturing firm’s performance is 
directly related to access to credit. In the developing world, the size of firms is directly related to access to finance.  

An empirical study made in six Latin American countries (2002) suggested that access to credit and its costs 
influenced by the relation between firms and financiers rather than their favorable cash flow & asset building. The 
results also show that firms with foreign stakeholders and associated with business groups have better access to 
finance. A post & after financial liberalization valuation made on the impact of financial limitations the result 
shows that financial liberalization reduces financial constraints for firms (Arturo, 2002). 

The study over industrial firms of six African countries in 2003 found out that only 25% of manufacturing firms 
that required credit got a formal loan. The results suggest that large firms have better access to credit than smaller 
& micro industrial firms and further the smaller firms have to be more profitable to get credit. Also, there is a 
positive relationship between the remaining loan and accessing credit. (Arne, 2003) 

The specific study made Small-scale enterprises (SME’s) access to credit, especially in Westland’s area of Kenya 
finds that 58 percent generally agreed that establishing a relationship with the loaning institutions would ease the 
load of borrowing. The lending organizations were found to look at the financial performance of the candidate 
before extending credit. But due to lack of a well detailed financial reporting, such records would not be viable 
evidence for lenders to extend credit. Also, 84 percent generally agreed that business skills acquired before would 
impact access to funding. (Gabriel, 2011). A study made on access to finance on 78 SME Industrial firms in Ghana 
showed that access to credit growth in total current investment, start-up capital, and annual turnover, which in turn 
have a significant positive effect on the growth of SMEs in the industrial sector and employment. (Anthony, 2012). 

Both theoretical and empirical literature indicates that there are emerging and conflicting issues on the effect of 
finance on the performance of the economy. In the previous thought, it is believed that finance is important to 
growth through creating intermediation between borrowers and lenders, reducing transaction costs, reducing risk, 
promoting efficient uses of resources, and lubricating the system of the economy (Goldsmith, 1969; 
McKinnon,1973 and Shaw, 1973). However, recently, a newly emerging issue comes into existence and declares 
the vanishing effect of finance based on the justification that underlines the financial industry competes for 
physical and human resources with the rest of the economy. Such a negative effect on growth is primarily motivated 
by advanced economies, not by developing countries. This implies that there is a belief that there is a nonlinear 
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relationship between finance and growth depending on the transmission mechanism of finance and the level of 
development, leads to an inverted U shape relationship and a weakened influence over time (Rousseau and 
Wachtel,2011). The effect could also depend on the trend of marginal returns and there must a threshold where 
accession to finance can be no longer promote growth (De la Torre et al., 2011 and Arcand et al., 2015), Therefore, 
this study reexamines the traditional view in the Ethiopian manufacturing industry.  

2. Materials and Methods 

2.1 The Study Area 

Ethiopia manufacturing sector is at its infant stage with few players supplying to the market. There is 3,150 large 
and medium scale Manufacturing. As it shows the distribution of large and medium scale manufacturing industries 
both public and private by regional state and industrial groups. The total number of small, medium, and large 
manufacturing industries in Addis Ababa accounted for 2789(58.0 percent), 1583 (33 percent), 414(9 percent) in 
2020. The total number of large and medium scale manufacturing industries reported in the 2015 survey was 3,150. 
The distribution of manufacturing industries has been more dominated by small scale manufacturing industry in 
Addis Ababa. More than 35 percent of the manufacturing industries were located in Addis Ababa followed by 
Oromia with almost 32 percent and Amhara with almost 11 percent of the industries. The industrial groups of more 
than 29 percent are manufacturing of food and beverages, 19 percent manufacturing of other non-metallic minerals 
products, and 12 percent Manufacturing of furniture and others in the 2015 survey.  

2.2 Data Required for the Study 

Both quantitative and qualitative types of data were collected to achieve the research objective and triangulation 
also conducted. The quantitative data were collected through well design close-ended questionnaires from the 
selected firms that are involved in financial accession and those not yet for the comparison.  

Primary data source, including, beneficiary and non-beneficiary firms using a cloth-ending questionnaire, but some 
of the questionnaire was open-ended to firms on the selected respondent. The tools for the collection of both 
quantitative and qualitative data decoded by understanding the requirements and research questions. Thus, the 
research requires data collection tools that are suitable to generate data to investigate, research questions in line 
with the objective of the study. Therefore, Questionnaires' data collection tools were made to find answers to the 
posed research questions satisfactorily. 

In the estimation of the propensity score, the effect of covariant on the PS is not interested because the study aims 
to assess the impact of access to finance on manufacturing firms in Profitability. However, in the first step of PS 
estimation to choose the covariant (Heckman., 1997). 

 

Table 1. Variable choice and definition 

Variable Type and definition measurement 

Dependent variable   

OPRMA Continuous, Operating margin Profit  
If the result is >1 the company is in Profit and 
if, <1 the company is in loss  

RANERENEASS 
Continuous, Rate of the net return on net 
asset 

If the result is >1 the company is in Profit and 
if, <1 the company is in loss 

Covariates   

Exp Continuous, Age of the firm (Experience)  In Year 

CAP 
Continuous, Total amount of paid-up 
capital of the firm 

In Ethiopian currency, birr 

Emp. No. Continuous, Number of Employees  In number 

TOEXP Continuous, Expense of the firms In Ethiopian currency, birr 

NEASS Continuous, Asset of the firms In Ethiopian currency, birr 

Controlled variable    

Finance Dummy variable 
If they took credit-1 

If they couldn’t take credit -0  

SOURCE: OWN DEFINITION  
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2.3 Study Population and Sampling Technique 

The base for drawing the sample was the total number of manufacturing which accounts for 3,150 in the 2015 
survey, of which 35 percent (1,102) of them are located in Addis Ababa. By proportion, the study took 10 percent 
of them as sample size and collected data of 108 firms in consideration of accessing financial service. The 
purposive sampling technique was also employed in the study. 

2.4 Propensity Score Matching Method 

More than 35% of the manufacturing industries were located in Addis Ababa. The base for drawing the sample 
was the total number of manufacturing was convenient sampling so that the paper considers a sample size of 108 
firms through a questionnaire. To estimate the impact of the intervention on the treated groups, the propensity 
score matching analysis was also used. The sample size for this study was taken from both the beneficiaries 
(treatment) and nonbeneficiary (control group) manufacturing firms.  

Depending on the position of the firms in the treatment, participants, or non-participant to estimating the individual 
treatment effect is not possible, thus, shift to estimate the average treatment effect (ATE). Which is simply different 
from the expected outcome of after participation and non-participation. According to (Heckman, 1997) ATE = E 
(∆ܻ) = E ( ௜ܻ)– E ( ଴ܻ)	 this estimate might not be significant to policymaker the reason of this, it includes the effect 
for whom the involvement was never intended. Therefore, the most important valuation parametric is called the 
average treatment effect on the treated (ATT) = E (T/D=1) = E ( ௜ܻ/D=1) – E ( ଴ܻ /D=1). This measure the effect on 
those for whom the intervention is intended. Non-experimental study one has to introduce some identifying 
assumptions to solve the selection problem.  

The propensity score is the probability of a case to be counted in the treatment group based on observed 
characteristics and it used to balance the control variable between TG and C (Rosenbaum and Rubin, 1983). It 
constructs a statistical comparison group then based on a model of the probability of participating in the treatment 
using observation characteristics. The degree of similarities between different units is measured based on the 
probability of being exposed to the intervention given a set of observable characteristics not affected by the 
program. Once the two groups are matched based on observation, the average treatment effect of the intervention 
is as the mean effect of the treatment can then be calculated as the average difference in outcomes between the 
treated and non-treated units after matching across treated and control groups. 

This propensity value is estimated based on a statistical model, e.g., logit or probit model, and thereby estimating 
the average treatment effect of the outcome difference between the two groups using nearest-neighbor, caliper, 
stratification, and kernel matching (Khandker et al., 2009). It is useful when there are many potential 
characteristics to match between program participants and non-participants. It is more robust compared to others 
(Pufahl and Weiss, 2009). A second assumption is the common support or overlap condition: 0 < P (Ti = 1|Xi) < 1. 
This condition ensures that treatment observations have comparison observations “nearby” in the propensity score 
distribution. 

3. Results and Discussion 

In the application of the econometric model (Propensity Score Matching) estimation, an inferential statistic such 
as t-test is conducted to compare the treatment and control group for the different types of variables. The propensity 
score matching methods are employed to evaluate if the firms that took credits have a significant impact on the 
profitability of manufacturing firms in comparison with untreated groups.  

3.1 Two-Sample t-Test on Rate of Net Return on Net Asset 

The two-sample t-test to check the credit access program is significantly related to the outcome variable (the rate 
of the net return on the net asset) of the manufacturing firms. The mean value of this rate of return to the treated 
firms is equal to 0.8 and that of the control firms is 0.4, implying that the net return on net asset for the control 
group is less than almost by half compared to the treated group. The two-sample t-test shows that the treated and 
the control group firms with their rate of the gross net asset are -2.7623 and this difference is statistically significant 
at the 1percent level. 
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Table 2. Two-sample T-test on outcome variables before matching 

Group Obs. Mean SE SD t-Value 

Controlled  66 0.4288182 0.0366988 0.2981424   

Treated  42 0.8111429 0.1640439 1.063126   

Combined  108 0.5775 0.0695317 0.7225941   

 diff   0.3823247 0.1384057  t = -2.7623 

Note: Obs.=Observation, SE=Standard Error; SD= Standard Division 

 

3.2 Two-Sample t-Test on Rate of Operating Margin Profit 

The second outcome variable is the rate of operating margin profit. To check whether there is a significant mean 
difference between control and treated groups in this regard, the two-sample t-test results in manufacturing firms 
that are involved in credit accession perform better than the non-treated firms. This variation is statistically 
significant at 5 percent level of significance and recognizing the importance of financial service to the performance 
of manufacturing firms. 

 

Table 3. Two-sample T-test on outcome variables before matching 

Group Obs. Mean SE SD T-Value 

Controlled  66 1.401434 0.0926517 0.7527056   

Treated  42 1.704414 0.1051044 0.6811544   

Combined  108 1.519259 0.0709707 0.7375491   

 difference   -0.30298 0.1432756   t = -2.1147 

Note: Obs.=Observation, SE=Standard Error; SD= Standard Division 

 

3.3 Econometric Estimation Results 

3.3.1 Estimating a Model of Program Participant  

The Probit model was used to estimate the propensity score to match the participant with non-participant firms. 
Credit access is the treatment variable and it takes the value 1 if the treated firms and 0 otherwise. For estimation 
PSM the study considered different observable characteristics of participants as explained in the covariate.  

 

Table 4. Probit result of participation in financial scheme 

Covariant Coef. SE Z 

Experience 0.0146309 0.0073712 1.98 (significant at 5% sig. level) 

Employment number 1.83E-04 1.10E-03 0.17 

Capital 6.01E-09 4.81E-09 1.25 

Total Expense 3.3E-10 1.91E-10 1.73 (significant at 10% sig. level) 

Net asset -1.07E-09 8.01E-10 -1.34 

Constant term -0.5014529 0.2030162 -2.47 (significant at 1% sig. level) 

observation 107     

LR chi2(4) 9.72     

Prob>chi2 0.0454     

Log-likelihood -66.813839     

Pseudo R2 0.0678     

Note: Coef. =Coefficient, SE=Standard Error; Z=Z score Value 

 



jsd.ccsenet.org Journal of Sustainable Development Vol. 13, No. 4; 2020 

134 
 

The model result indicates that year of experience is statistically significant and positively influences the 
performance of manufacturing firms that can access financial service. It enhances the probability of accessing 
financial services. In the same manner, the total expense also significantly and positively affecting firms the 
probability of accessing financial services. In short, the higher expense and longer year of experience, the higher 
probability of accessing financial services. Both of them are the deriving forces of accessing financial services. 
However, the number of employees, capital of the firms, and the net asset of the manufacturing firms is statistically 
insignificant, meaning that they are not as important to increase the probability of accessing financial services in 
the sampled manufacturing firms. 

3.3.2 Distribution of Propensity Score Matching 

When we see the results of the “psmatch2” estimation, it provides two results. The first one is the 
“unmatched” results, it shows the difference before matching is taking place. The second result shows the average 
treatment effect for the treated (ATT), which is the operating margin profit calculated after matching. The result 
tells that firms that access financial services have 0.36 more profit than firms that do not get financial services. 
Both results are statistically significant at a 1 percent level of significance as indicated in table 5. 

 

Table 5. ATT within the common support region 

Variable Sample Treated Controls Difference SE t-statistic 

Log of Operating Margin 
Unmatched 1.70441384 1.34564331 0.358770526 0.12595 2.85 

ATT 1.70441384 1.3382864 0.366127441 0.17652 2.07 

RANERENEASS 
Unmatched 0.81114286 0.435076923 0.376065934 0.13925 2.7 

ATT 0.81114286 0.442785714 0.368357143 0.17779 2.07 

Note: SE=Standard Error; Z=Z score Value 

 

To trust the ATT result, it needs to check the balancing by using ``pstest``, which helps to know how much the bias 
was eliminated by matching. Table 6 provides the result, in which the mean bias is 4.0, which shows the matching 
was good. 

 

Table 6. PSTEST estimation result 

Variable Unmatched Matched 
Mean %bias %reduct t-test V(T)/ 

V(C) Treated Control   /bias) t p>/t/ 

Expe U 17.833 11.708 34.1   1.77 0.079 1.71 

  M 17.833 17.167 3.7 89.1 0.15 0.884 0.88 

CAP U 2.00E+07 7.10E+06 26.1   1.46 0.148 10.55* 

  M 2.00E+07 2.00E+07 -1.3 94.9 -0.06 0.956 3.22* 

EmpNo U 86.048 70.046 4.8   0.25 0.803 1.91* 

  M 86.048 83.881 1.7 63.9 0.08 0.938 1.73 

TOEXP U 7.20E+08 2.50E+08 26.8   1.43 0.154 2.9* 

  M 7.20E+08 5.30E+08 10.6 60.4 0.42 0.673 1.3 

NETASS U 2.40E+08 1.80E+08 14.8   0.78 0.438 2.19* 

  M 2.40E+08 2.30E+08 2.4 83.8 0.1 0.921 1.28 

*If variance ratio outside (0.54;1.86) and (0.54;1.86) for M     

Sample Ps R2 LR Chi2 p>chi2 Mean bias B R %Var  

Unmatched 0.068 9.72 0.045 21.3 59.1* 2.48* 80  

Matched 0.01 1.17 0.884 4 23.4 0.77 20  

Source: STATA Output 
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Figure 1. Comparison of density estimation 

Source: STATA Output 

 

Figure 1 shows the comparison of density estimation of both treated and untreated groups before matching and 
after matching was done. On the other hand, Figure 2 presents the histogram of propensity scores to check up if 
there is enough overlap between treated and control groups. As the graph shows, there is enough overlap or 
common support between the two groups. 

 
Figure 2. PSTEST graph of samples, both matched and unmatched 

Source: STATA Output 

 

3.3.3 Defining the region of common support and balancing test 

After the estimated propensity score, the next task is to impose a common support condition on the propensity 
score distributions of firms with and without the financial accession program. The conditional independence and 
common support assumption of PSM were checked. The optimal number of blocks is five that ensures the mean 
propensity score is not different for the treated and control households in each block. The average probability to 
participate in the access to finance program for all respondent were 39 percent. Testing the balancing propensity 
score is satisfactory.  

As to shows that table 7, all the control groups of firms are including on support while none of the firms are off 
support from the total treated observations. All 108 Firms (100%) are on support for both outcome variables. This 
implies that all the off-support observation discarded from both untreated and treated groups. For the decision of 
on and off, support observation is based on the summarized PS. To check the region of common support we observe 
if there is enough overlap between the treated group and the control group to make reasonable compassion. From 
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the estimated propensity score value, we can see that the length of the common support region is [.1801, .9774]. 
An observation that is less than the minimum common support value (.1801) is off support values and discarded 
from the region. As the same thing which is greater than the maximum common support value (.9774) are discarded 
in the same way. The two groups are only falling into a predefined common support region of the PS of the treated 
unit. 

 

Table 7. Common support region 

 
OPERMARGIN RANERENEASS 

Off On Total Off On Total 

Untreated 0 65 65 0 65 65 

Treated 0 43 43 0 43 43 

Source: Own Survey, 2018 

 

As per figure 3, the differentiation regional common support indicated by a different color. The treated case of red 
on top and the control case of blue on the bottom. There is sufficient overlap in the characteristic of the treated and 
untreated units. However, there is only one-off support out of the total population. 

 

Figure 3. PSGRAPH, checking for common support 

Source: STATA Output 

 

In the case of treatment firms, most of them are found in the middle and partly found on the right side of the 
distribution. On the other hand, most of the control firms are found in the middle and partly found in the left side 
of the distribution. 

3.3.4 Matching Participant and Non-Participant Firms 

As stated, before the study employed three main tasks that should be accomplished by matching the treated and 
control group. First, propensity score value to predict for all manufacturing firms’ participants in the program and 
outside the program. Second, the common support condition should be improved on the propensity score 
distribution of the treated and control group. Third, sensitivity analyzed employed to check the strength of the 
estimation of whether unobserved bias affected the estimation ATT or not. The different matching estimator was 
used to match the treated and control group in the common support region. As per Dehejia and Wahba (2002), the 
final choice of a matching estimate was guided by different criteria such as the balancing test is equally mean, a 
low pseudo-R2, and the large sample size is preferred. Accordingly, Caliendo and Kopeining (2008), Kernel 
matching using a weighted average of all control groups to construct the counterfactual outcome and it's lower 
variance which is achieved because of more information used, in this method every treated group matched with a 
control group with a weighted average. 

.2 .4 .6 .8 1
Propensity Score

Untreated Treated
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3.3.5 ATT Estimation of Finance Using the Four Matching Methods 

To estimate the average treatment effect of the intervention (finance) in the treatment group used different matching 
algorithms. This includes Nearest-neighbor matching, Caliper or radius matching, Kernel matching, and 
stratification matching (Khandker et al, 2010). 

Table 8 reveals the results of the average treatment effects of access to finance on outcome variables by using 
different PSM algorithms. It indicates the access to finance has a significant impact on operating margin profit, 
Hence, the firms that are involved in financial accession have higher average operating margin profit when 
compared with the untreated firms and the results are statistically significant at 1 percent level of significance. In 
net return on net asset, the treated groups have 0.36, 0.39, 0.53, and 0.4 greater net return on a net asset than non-
treated groups by using NNM, KM, SM, and RM, respectively and the results are statistically significant at 1 
percent significant level. 

 

Table 8. Average treatment effect on outcome variables by using different PSM algorithms 

Outcome Matching Method ATT Std. Err. t-value 

LOGOPERMARGIN 

Nearest-neighbor matching (NNM) 0.366 0.177 2.074** 

Kernel Matching (KM) 0.409 0.133 3.072*** 

Caliper or radius matching (RM) 0.461 0.201 2.298** 

Stratification or Interval matching (SM) 0.428 0.14 3.067*** 

RANERENEASS 

Nearest-neighbor matching 0.368 0.178 2.072** 

Kernel Matching 0.396 0.175 2.264** 

Caliper or radius matching 0.53 0.325 1.628 

Stratification or Interval matching 0.408 0.171 2.384** 

*, **, *** statistically significant at 10, 5, and 1 percent significant level, respectively. 

Source: STATA Output 

 

3.3.6 Checking Robustness of Average Treatment Effect 

There are several ways to check the robustness of the findings. One approach is to estimate the propensity score 
equation. Another way to check the robustness of the average treatment effect is to apply direct nearest-neighbor 
matching instead of estimating the propensity score equation. If both methods give similar results, then the findings 
are assumed to be more reliable (Khandker et al, 2010).  

NNM estimator was used by their consideration cycle have advantageous because they can be used as a way of 
measuring the robustness of the impact result (Becker & Ichio, 2002). Comparing different matching methods 
results is one approach to check the robustness of the average treatment effect. At least, since the findings of the 
already applied above two matching methods, estimation results are quite similar the paper concludes that the 
consistency and robustness of PSM analysis. 

 

Table 9. NNMATCH result for operating marring profit 

OPERMARGIN Coef. Std. Err. z P>z [95% Conf. Interval] 

Fina 2.619579 0.930038 2.82 0.005 0.7967378 4.442421 

Source: STATA Output 

 

According to Tables 8 and 9, the nnmatch results are consistent with the results provided by different matching 
methods. The ``z`` values of both outcome variables are highly significant, having P-value < 0.01. 
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Table 10. NNMATCH result for net return on net asset 

OPERMARGIN Coef. Std. Err. z P>z [95% Conf. Interval] 

Fina 0.303271 0.169559 1.79 0.074 -0.0290591 0.635601 

Source: STATA Output 

 

3.3.7 Testing Matching Quality or Balance of Propensity Score and Covariant 

The purpose of matching is to balance the treatment and control group on the observation characteristic (Bryson 
et al, 2002). As stated earlier the main purpose of PS estimation are not to obtain predictions of a selection of 
treatment rather balance the distribution of relevant variables. By considering a different test method checking the 
balance such as reduction of mean, standard biases between the matched and unmatched group, using t-test and 
chi-square are commonly used to balance test to check the quality of means between the treated and control group. 

Balancing Test for Propensity Score and Covariates 

As we see on the table, the t-value of all covariates is statistically insignificant this indicates that after matching 
the difference between the mean of the treated and control firms gets minimized. Therefore, we can justify that the 
matching quality or balancing with PS for all covariates has been satisfied by singing a t-test. Pseudo R2 and Chi-
square tests also computed and presented in table 11. 

 

Table 11. Propensity score and covariant balance 

Variable  
Unmatched Mean     T-Test   

Matched Treated Control %bias % reduction bias t p>t V(T)/VC 

Years Unmatched 17.833 11.708 34.1  1.77 0.079 1.71 

  Matched 17.833 17.167 3.7 89.1 0.15 0.884 0.88 

Emp Unmatched 86.048 80.046 4.8  0.25 0.803 1.91* 

  Matched 86.048 83.881 1.7 63.9 0.08 0.938 1.73 

Cap Unmatched 2.00E+07 7.10E+06 26.1  1.46 0.148 10.55* 

  Matched 2.00E+07 2.00E+07 -1.3 94.9 -0.06 0.956 3.22* 

TOEXP Unmatched 7.20E+08 2.50E+08 26.8  1.43 0.154 2.90* 

  Matched 7.20E+08 5.30E+08 10.6 60.4 0.42 0.673 1.3 

NETASS Unmatched 2.40E+08 1.80E+08 14.8  0.78 0.438 2.19* 

  Matched 2.40E+08 2.30E+08 2.4 83.8 0.1 0.921 1.28 

Source: STATA Output 

 

3.3.8 Test for Joint Significance of Variables 

The significant result that likelihood ratio (LR) tests and the low pseudo-R2 supports the hypothesis that both 
groups have the same distribution in covariant after matching. This result shows the matching procedure able to 
balance the character of the treated and control group. Therefore, as per the table 12 below the mean bias show 
4.0, this indicates that there is an insignificant mean difference between two groups, the standardized mean bias 
before and after matching, should be less than 5%. 

 

Table 12. Chi-square test for joint significance  

Ps R2 LR chi2 p>chi2 Mean Bias Med Bias B R % Var 

0.01 1.17 0.884 4 2.4 23.4 0.77 20 

Source: STATA Output 
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3.3.9 Sensitivity Analysis 

As per Hujer et al. (2004), sensitivity analysis for insignificant effect is not meaningful. Sensitivity analysis 
provides a method to assess how robust findings are hidden bias assume, all relevant covariance is employed in 
the treatment assignment. Sensitivity analysis helps also to check the estimated results based on matching are 
vigorous to the possible presence of unobserved confounders (Keele, 2010). In sensitivity analysis before matching 
the sample firms assigned to the unknown probability that, the treatment or control groups are independent. In the 
sample randomize experiment everyone has the same chance to be benefited from the intervention so, r =1. If r = 
3 in an observational study may be one subject triple as likely to receive the treatment because of unobserved 
pretreatment difference. The corresponding value of the different sensitivity parameter and each outcome variable 
is the upper bound p-value of Wilcoxon’s signed-rank test, if the bias of magnitude r = 2, it should that have the 
difference is significant 0.05 level (Rosenbaum, 1983). 

As per the result of the operating margin profit outcome and rate of the net return on net asset, respectively, the 
upper bound on the value r = 1.65 of the different sensitivity parameters is significant (p< 0.05). Therefore, the 
sensitivity analysis results tell us after matching the treatment and control group as the same covariant may differ 
from their likelihoods of receiving the treatment by a sensitivity parameter up to r = 2. The result of sensitivity 
analysis to check the hidden bias due to unobservable selection shows that all estimated ATTs for all significant 
outcome variables are insensitive which indicates its robustness. 

4. Conclusion and Policy Implications 

This study examined the impact of access to finance on the performance of manufacturing in Addis Ababa, Ethiopia. 
Cross-sectional data were gathered from a total of 108 sample Manufacturing firms from Treated and Control 
groups, which are respectively 42 and 66 firms from each group. Data were gathered from different large and 
medium manufacturing firms in Ethiopia. Propensity Score Matching (PSM) method was employed to evaluate 
the impact of access to finance.  

The PSM model gives attention to the average treatment effect on the participant (ATT). This is different from the 
mean value of within and without the intervention, matching was done to compute the average treatment on the 
treated. The study recognized that the intervention has a positive impact on the operating margin profit and the 
rate of the net return on the net asset comparing to manufacturing firms without accessing finance. The operating 
margin profit for firms with credit access is 0.3 percent more than non-participant firms and it is also statistically 
significant at the 1percnet level. The upper bound on the value r = 1.65 of the different sensitivity parameters is 
significant (p< 0.05). The result of sensitivity analysis to check the hidden bias due to unobservable selection 
shows that all estimated ATTs for all significant outcome variables are insensitive which indicates its robustness.  

Therefore, the study suggested and forward the following policy implications: Limited access to finance to fund 
manufacturing projects are the main problems of the manufacturing firms in Ethiopia. Thus, the government should 
alleviate this problem by coordinately working with financial service providers to make available funds for new 
investment in the manufacturing sector in addition to giving due attention to reserve foreign currently that useful 
for importing raw materials and capital goods. The financial institutions should get involved to increase the 
accessibility of finance products and eliminate the challenge of getting credit by easing legal and administrative 
processes. Collateral requested by banks must be reasonable regarding the financed project. Other factors like 
informal payment or bribe should be eliminated and the document requirement should be easily understandable. 
The finance institution office should give due attention to the manufacturing firms to give more credit to the non-
participant firms as financial support positively influence the profitability of the manufacturing firms.  

Finally, the study has some limitations and recommended further areas of research. Enterprise survey by itself is 
complex by nature to get reliable data from firms. The study used data by extracting real information from the 
sources and promoters with all possible options. If this were done countrywide, it would be very challenging to 
conduct such a survey without the intervention of the government. First of all, it should convince firms and 
comprehensively conduct a survey, meeting reliability criteria, and without missing relevant information. On top 
of this, the study focused on the impact of access to finance on the profitability of manufacturing firms by 
considering the paid-up capital of the firm, number of employees, experience of the firms, total expense, and total 
asset. However, other variables can directly affect the profitability of the firms, and the paper recommended further 
studies on the nexus between manufacturing projects and finance sector at the national level that helps 
policymakers to maximize the benefit of financial accessions to manufacturing firms. 
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