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Abstract

By studying the nonlinear functional equation with variable coefficients

x(g(t)) = P(t)x(t) + Q(t)
m∏

i=1

| x(gki+M(t)) |α j sign x(gki+M(t))

the oscillation of the solution in this paper, we reached some new oscillation criterion. These criterion will expand or

improved some results of [1],[2],[4] and [6].
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1. Introduction

Considering the nonlinear functional equation with variable coefficients:

x(g(t)) = P(t)x(t) + Q(t)
m∏

i=1

|x(gki+M(t))|αi sign x(gki+i(t)) , (1.1)

where ki � 1,M � 1 is a positive integer, αi is not a positive real number,i = 1, 2, 3 · · · m and
m∑

i=1
αi = 1;P(t),Q(t) : I →

R+ = (0,+∞) are given real valued functions, and I denotes an unbonunded subset of R+.x is an unknown real valued

function , g(t) : I → I are given functions lim g(t) = ∞, t ∈ I and gi denotes the ith iterate of the function g.i.e.

g0(t) = t, gi+1(t) = g(gi(t)), t ∈ I, i = 1, 2, · · ·
1n 1994, Golda and Werbowski [1] had studied the second linear functional equation of the form:

x(g(t)) = p(t)x(t) + Q(t)x(g2(t)), t � t0 (1.2)

They proved:

Theorem 1.1 All the solution of the functional equation (1.2) is oscillation , if

lim inf
t→∞ Q(t)P(g(t)) >

1

4
(1.3)

or

lim sup
t→∞

Q(t)P(g(t)) > 1 (1.4)

By the year of 1995, Nowakowska and Werbowski [2] expanded the condition (1.3) to the higher order linear functional

equation :

x(g(t)) = P(x)x(t) +
k∑

i=1

Qi(t)x(gi+1(t)) (1.5)
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In this condition, they reached

Theorem 1.2 All the sulutions of the equation oscillate,if

lim inf
t→∞

K∑
i=1

Qi(t)
K∏

j=1

P(g j(t)) >
1

4
(1.6)

or

lim sup
t→∞

K−1∑
i=0

G(gi(t))
K∏

j=1

P(gi+ j(t)) > (
K

K + 1
)K+1 (1.7)

and

G(t) =
K−1∑
n=1

Qn(t)QK−n(gn(t))+ + QK(t) (1.8)

Golda and Werbowski [1] had pointed out that if the condition (1.3) was inexistent, the functional equation had non-

oscillatory solutions. So, when the conditions (1.3) and (1.4) is non-existent, how to set up the oscillation condition of the

functional equation (1.2) and how to fill up the bland between the conditions (1.3) and (1.4) are questions worth studying.

By the year of 1999, the scholars of China Zhou Yong and Yu Yuan-hong had studied the oscillation solution of the

equation and answered the questions above:

x(g(t)) = P(x)x(t) +
m∑

i=1

Qi(t)x(gK+i(t)) (1.9)

they proved

Theorem 1.3 All the solutions of the functional equation (1.9) oscillate if

lim inf
t→∞

m∑
i=1

Qi(t)
K+i−1∏

j=1

P(g j(t)) = A >
KK

(K + 1)K+1
(1.10)

or

0 ≤ A ≤ Kk

(K + 1)K+1
, lim sup

t→∞

m∑
i=1

Qi(t)
K+i−1∏

j=1

P(g j(t)) >
1

[λ(A)]K (1.11)

Here,λ(A) is the only real roof of equation

AλK+1 − λ + 1 = 0 (1.12)

in [1, ((K + 1)A)−
1
K ], and reached (when m = 1,K = 1).

Corollary 1.1 All the solutions of functional equation (1.2) oscillate if

lim inf
t→∞ Q(t)P(g(t)) = A >

1

4
(1.13)

or

0 ≤ A ≤ 1

4
, lim sup

t→∞
Q(t)P(g(t)) =>

1 +
√

1 − 4A
2

(1.14)

Obviously, the condition (1.14) had improved the condition (1.4).

By the year of 2000, Zhou Yong, Liu Zheng-rong and Yu Yuan-hong had set up a class of the higher nonlinear functional

equation :

x(g(t)) = P(t)x(t) + Q(t)
m∏

i=1

|x(gki+1(t))|αi sign x(gki+1(t)) , (1.15)

and ki ≥ 1 is a positive integer,αi(i = 1, 2, · · · m)is not a passitive real number and
m∑

i=1
αi = 1,Equation: P,Q : I → R+ =

(0,∞), I are given real valued functions ∞ ≥ 0 x is an unknown real valued function, g(t) � t for t ≥ 0, lim
t→∞ g(t) = ∞.Mark

down K =
m∑

i=1
αiki They had proved.

Theorem 1.4 Supposed

lim inf
t→∞ Q(t)

m∏
i=1

[

ki∏
j=1

P(g j(t))]αi = A >
KK

(K + 1)K+1
(1.16)
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then all the solutions of the functional equation (1.15) oscillated. and

Theorem 1.5 Supposed

lim inf
t→∞ Q(t)

m∏
i=1

[

ki∏
j=1

P(g j(t))]αi = A ≤ KK

(K + 1)K+1

and

lim sup
t→∞

(λ
−K+1

p(g(t)))Q(t)
m∏

i=1

[

ki∏
j=2

P(g j(t))]αi + λ
−K

Q(g(t))
m∏
i

[

ki∏
j=2

P(g j(t))]αi > 1 (1.17)

here λ is the only real roof of the equation λ − 1 + Aλ−K = 0 in [(k + 1)
1
K A

1
K ,1], then all the solutions of the equation

(1.15) oscillated.

Lin Quan-wen, Wu Ying-zhu and Liao Si-quan also studied the equation (1.15) in [6], they had proved:

Theorem 1.6 Supposed:

lim inf
t→∞ Q(t)

m∏
i=1

(

ki∏
j=1

P(g j(t)))αi = A, 0 ≤ A ≤ KK

(K + 1)K+1

and

lim sup
t→∞

Q(t)
m∏

i=1

(

ki∏
j=1

P(g j(t)))αi >
1

[λ(A)]k

then all the solutions of the equation (1.15) oscillated and reached the corollary 1.1.

This paper is inspired by [4] and [6], we have studied the oscillation of the equation (1.1), we used the method of studying

the solution oscillation of the functional equation with variable coefficients then got some new oscillation rules and applied

them to the difference equations and educed some main results. Obviously, when M=1 , the equation (2.2) change to the

equation (1.14). So our results will improve or expand the results of [1],[2] and [4],[6].

2. Main results

Let
m∑

i=1
αiki = K, before we narrate the main results, we quote two lemmas of

[3]: Lemma 1 suppose 0 ≤ A ≤ KK

(K+1)K+1

then the equation

AλK+1 − λ + 1 = 0 (2.1)

has only real root.

Lemma 2 Let 0 ≤ A ≤ KK

(K+1)K+1 ,and defining sequence {λn}∞n=0 as follows

λ0 = 1, λn+1 = (1 − AλK
n )−1, n = 0, 1, 2, · · · (2.2)

then 1 ≤ λn ≤ λ(A), n = 0, 1, 2, · · · and lim
n→∞ λn = λ(A).

The main results of this paper are as follows:

Theorem 2.1 if one of the following condition come into existence

1) lim inf
t→∞ Q(t)

m∏
i=1

(

ki+M−1∏
j=1

P(g j(t)))αi = A >
KK

(K + 1)K+1
(2.3)

2)0 ≤ A ≤ KK

(K + 1)K+1

and

lim sup
t→∞

Q(t)
m∏

i=1

(

ki+M−1∏
j=1

P(g j(t)))αi >
1

[λ(A)]k (2.4)

Where λ(A) is the only one real roof of equation (2.2) in [1, ((K + 1)A)−
1
K ]. Then all the solutions of the equation (1.1)

oscillate.
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Proof: suppose equation (1.1) had a nonoscillatory solution x(t), and x(t) > 0, t ∈ I, t ∈ t1 ∈ I because lim inf
t→∞ g(t) = ∞,

then exist t2 ∈ I and t2 > t1, Marking x(gki+K(t)) > 0, t ∈∈ I, t ≥ t2, i = 1, 2, · · · m Thus from equation (1.1) we

have x(g(t)) ≥ P(t)x(t), By the iteration, we obtain

x(gKi+M(t)) ≥
ki+M−1∏

j=1

P(g j(t))x(g(t)), i = 1, 2, · · · ,m (2.5)

We divide it into two cases:

(a)Let A ≥ KK

(K+1)K+1 marking β = (K+1)K+1

KK .

Substituting (2.5) into (1.1), we obtain

x(g(t)) = P(t)x(t) + Q(t)
m∏

i=1

(

ki+M−1∏
j=1

p(g j(t))x(g(t)))αi ≥ P(t)x(t) + Ax(g(t))

We have A ≤ 1 and

p(t)x(t)
x(g(t))

≤ 1 − A =
1

A
1
K

[Af rac1K(1 − A)] ≤ A
1
K max

0≤δ≤1
{δ 1

K (1 − δ)} = 1

A
1
K

K

(K + 1)1+ 1
K

=
1

(βA)
1
K

And

x(g(t)) ≥ (βA)
1
K p(t)x(t)

from the iteration, we obtain

x(gki+M(t)) ≥ βA
ki+M−1∏

j=1

p(g j(t))x(g(t)) (2.6)

Substituting (2.6) into (1.1), we have

x(g(t)) = P(t)x(t) + (βA)Q(t)
m∏

i=1

(

Ki+M−1∏
j=1

p(g(t)))αi x(g(t)) ≥ p(t)x(t) + (βA2)x(g(t))

So we obtain
p(t)x(t)
x(g(t))

≤ 1 − βA2 =
1

(βA2)
1
K

[(βA2)
1
K (1 − βA2)] =

1

(βA2)
1
K

max
0≤δ≤1

{δ 1
K (1 − δ)}

=
1

(βA2)
1
K

1

β
1
K

=
1

(βA2)
1
K

K

(K + 1)1+ 1
K

=
1

(β2A2)
1
K

That is x(g(t)) ≥ (β2A2)
1
K p(t)x(t) .

By iterating it again, we obtain

x(gki+M(t)) ≥ (βA)2
m∏

i=1

[

Ki+M−1∏
j=1

p(g j(t))]x(g(t)), i = 1, 2, · · · m

By repeating the process, in any n = 1, 2, 3, · · · we have

x(gki+M(t)) ≥ (βA)n
m∏

i=1

[

Ki+M−1∏
j=1

p(g j(t))]x(g(t)) (2.7)

Because βA > 1 ,so there must be an n∗, let the equation (2.11) come into existence. And

(βA)n∗+1 > β (2.8)

Substituting (2.7) into (1.1), we obtain:

x(g(t)) ≥ P(t)x(t) + (βA)nQ(t)
m∏

i=1

[

Ki+M−1∏
j=1

p(g j(t))]αi x(g(t)) ≥ (βA)nAx(g(t))

That is

1 ≥ (βA)nA or β ≥ (βA)n+1 (2.9)

� www.ccsenet.org/jmr 219



Vol. 1, No. 2 ISSN: 1916-9795

And we can see that it conflict with (2.8).

(b) 0 ≤ A ≤ Kk

(K+1)K+1

Substituting (2.5) into (1.1), we obtain:

x(g(t)) ≥ P(t)x(t) + Q(t)
m∏

i=1

[

Ki+M−1∏
j=1

p(g j(t))]αi x(g(t)) ≥ p(t)x(t) + Ax(g(t)) = p(t)x(t) + λK
0 Ax(g(t))

here λ0 = 1.

Then x(g(t)) ≥ (1 − λK
0 A)−1P(t)x(t),ordering λ1 = (1 − λK

0 A)−1 .

So x(g(t)) ≥ λ1P(t)x(t).

Next, we are going to prove:

x(g(t)) ≥ λnP(t)x(t), n = 1, 2, · · · (2.10)

Suppose x(g(t)) ≥ λ1P(t)x(t), i ≥ 1, from the iteration, we obtain:

x(gki+M(t)) ≥ λki
i

m∏
i=1

p(g j(t))]x(g(t)) (2.11)

Substituting (2.11) into (1.1), we will have:

x(g(t)) ≥ P(t)x(t) + λ
∑
αiki

i Q(t)
m∏

i=1

[

Ki+M−1∏
j=1

p(g j(t))]αi x(g(t)) ≥ p(t)x(t) + λK
i Ax(g(t))

Then x(g(t)) ≥ (1 − λK
1 A)−1P(t)x(t) = λi+1P(t)x(t).

So, from the mathematical induction method, we know that (2.10) exists, from the iteration, we obtain:

x(gki+M(t)) ≥ λki
n

Ki+M−1∏
j=1

p(g j(t))x(g(t)) (2.12)

Substituting the (2.12) into (1.1), we reach

x(g(t)) ≥ λKi
n Q(t)

m∏
i=1

[

Ki+M−1∏
j=1

p(g j(t))]αi x(g(t))

or

Q(t)
m∏

i=1

[

Ki+M−1∏
j=1

p(g j(t))]αi ≤ 1

λK
n

This contains:

lim sup
t→∞

Q(t)
m∏

i=1

[

Ki+M−1∏
j=1

p(g j(t))]αi ≤ 1

λK
n

(2.13)

Let t → ∞ and get the superior limit of (2.13), from the lemma 2, we obtain:

lim sup
t→∞

Q(t)
m∏

i=1

[

Ki+M−1∏
j=1

p(g j(t))]αi ≤ 1

λK
n (A)

And this contradicts with what we had known before. The lemma is proved completely.

When m = 1,Ki = 1,K = 1,from the theorem, we can obtain:

Corollary 1: if one of the following condition is true,

1) lim inf
t→∞ Q(t)p(g(t)) = A > 1

4

2) 0 ≤ A ≤ 1
4
,and lim sup

t→∞
Q(t)p(g(t)) > 1+

√
1−4A
2

And this is the result of [1].
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3. Applications

Because functional equation (1.1) includes difference equation as its special condition with discrete arguments and con-

tinuous arguments So if we let g(t) = π + t, t ∈ R+, I = R+ The equation (1.1) becomes into a difference equation with the

continuous arguments of the form:

x(π + t) = P(t)x(t) + Q(t)
m∏

i=1

|x(t + (ki + M)π)|αi signx(t + (ki + M)π) (3.1)

From the theorem 2.1, we can obtain:

Theorem 3.1 If one of the following condition is true,

1) lim inf
t→∞ Q(t)

m∏
i=1

(
ki+M−1∏

j=1
P(t + jπ))αi = A > KK

(K+1)K+1

2) 0 ≤ A ≤ KK

(K+1)K+1 , and lim sup
t→∞

Q(t)
m∏

i=1
(
ki+M−1∏

j=1
P(t + jπ))αi > 1

[λ(A)]K

Then all the solutions of the equation (3.1) is oscillatory.
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