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Abstract

In the Seller Bidding of order statistics bidding function, the expected deviation of the last non-winner’s price

and the winner’s price is a decrease function of the number of bidder. This paper analysis and know that the

expected deviation of the last non-winner’s price and the winner’s price decrease with the increasing of the

number of bidder on the Seller Bidding of the generalized order statistics.

Keywords: The Generalized Order Statistics, Bidding Price Function, Seller Bidding

1. Reviews

Anand Paul and Genaro Gutierrez prove that the expected returns of bidding proprietor in a seller’s bidding

is a monotonically decreasing function of the number of bidders if the population from which the valuations

are sampled is characterized by a concave distribution function. BUIOW and Klemperer prove that expected

revenue with N +1 bidders exceeds expected revenue with N bidders if the bidders’ valuations are either inde-

pendent. Now we study bidding model in the Generalized Order Statistics and analysis the relations between

the number of bidder with the expected the expected deviation of the last non-winner’s price and the winner’s

price.

2. Definition

The concept of generalized order statistics (gos) was given by Kamps (1995) as below (see (HASEEB, 2004)):

Let F(X̃) be an absolutely continuous distribution function (d f ) with probability density function (pd f )f(X̃),Let

n ∈ N, n ≥ 2, k > 0, m̃ = (m1, m2, · · · , mn−1) ∈ Rn−1, Mi =
n−1∑
j=i

m j, such that γi = k + n − i + Mi > 0 for all

i ∈ {1, 2, · · · , n − 1}. Then X(i, n, m̃, k), i = 1, 2, · · · , n are called generalized order statistics (gos) if their

joint probability density function is given by

k
⎧⎩ n−1∏

j=1

γ j
⎫⎭ n−1∏

i=1

[1 − F(xi)]
k−1 f (xi)[1 − F(xn)]k−1 f (xn) (1)

on the cone F−1(0+) < x1 ≤ x2 ≤ · · · ≤ xn < F−1(1) of Rn

For m1 = m2 = · · · = mn−1 = m, the gos will be denoted as X(i, n, m, k) and its pd f is given by Kamps (1995)

as:

fX(i, n,m, k)(x) =
ci−1

(i − 1)!
[1 − F(x)]γi−1 f (x)gi−1

m (F(x)) (2)

Where Ci−1 =
i∏

j=1
γ j, γ j = k + (n − j)(m + 1); gm(x) =

⎧⎪⎪⎨⎪⎪⎩
1−(1−x)m+1

m+1
m � −1

log( 1
1−x ) m = −1

x ∈ [0, 1)
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3. Bidding Model Setup

We first analyze a special bidding. Denote the ith generalized order statistics in a sample of size N by X̃i:N

and suppose there are N bidders competing to sell a good. Each bidder has a function valuation X̃(i,N,m, k).

The buyer assumes that the function valuations of the bidders are iid random variables. Prices are bid in a

descending sequence by individual bidders until only one bidder remains, the winner. The valuation of the

winner is the first generalized order statistics.

E(X̃K+1:N − X̃K:N) = CN
K

∫ ∞

0

F(X̃)K(1 − F(X̃))N−KdX̃ (3)

which is a standard result when the parent distribution is positive valued (see Udo Kamps, 1995).

The expectation of the deviation between the second and first generalized order statistic of a random sample of

size N in a seller’s bidding by

E(X̃2:N − X̃1:N) = N
∫ ∞

0

F(X̃){1 − F(X̃)}N−1dX̃ (4)

Now we denote the deviation between expected of N bidders and N + 1 bidders by D(N).

D(N) = E(N) − E(N + 1)

= N
∫ ∞

0
F(X̃){1 − F(X̃)}N−1dX̃ − (N + 1)

∫ ∞
0

F(X̃){1 − F(X̃)}NdX̃

=
∫ ∞

0
F(X̃){1 − F(X̃)}N−1{(N + 1)F(X̃) − 1}dX̃

Note that as N tends to infinity£this integral tends to zero by Lévesque’s Dominated Convergence Theorem£We

are, however, interested in the situation when N is finite. In order to guarantee D(N) > 0, we assume that the

valuations are distributed on a compact interval [a, b](0 ≤ a < b ≤) on the positive real line and that the density

function of the underlying random variable is continuous.

4. Important Result

Lemma 1: Let m1 = m2 = · · · = mi−1 = m, the d f of the i th uniform gos is denoted by ϕi,N(x) =

fU(i,N,m, k)(x) = ci−1

(i−1)!
(1 − x)γi−1gi−1

m (x), x ∈ (0, 1), 1 ≤ i ≤ n (see(Anand Paul, 2003) and (Udo Kamps,

1995))

Lemma 2 Let m1 = m2 = · · · = mi−1 = m and i ∈ {1, 2, · · · , n}£then we have, φi,N(x) = 1−Ci−1(1−x)k+N−i+Mi+
i−1∑
j=0

1
j!Ci− j−1

g j
m(x), x ∈ (0, 1) and FX(i,N,m, k)(x) = φi,N(F(x)) (see(CRAMLR,E, 2000)).

Lemma 3
∫ b

a F(X̃)[1 − F(X̃)]N−1[(N + 1)F(X̃) − 1]dF(X̃) > 0 for all function F(X̃) where J(X̃) = F(X̃){1 −
F(X̃)}N−1{(N + 1)F(X̃) − 1} is obvious.

The Stieltjes integral
∫ b

a J(X̃)dF(X̃) in Lemma 3 can be rewritten as
∫ b

a J(X̃) f(i,N,m, k)(x)dx where f(i,N,m, k)(x)

is pd f of the distribution of valuations

Theorem 1 The expected deviation of the last non-winner’s price and the winner’s price in a seller’s bidding

is a monotonically decreasing function of the number of bidders if the bidder from which the valuations are

sampled is characterized by a concave distribution function in the Generalized Order Statistics.

In theorem 1, we only considerate two cases: case I m1 = m2 = · · · = mi−1 = m � −1 and Case II m1 = m2 =

· · · = mi−1 = m = −1.

For case I: From Lemma 1, we have ϕ2,N(x) =
γ1γ2

m+1
{(1 − x)γ2−1 − (1 − x)γ1−1}. So we know the probability

density function and the distribution function of 2nd generalized order statistics ( gos ) as follows:

f (c) = ϕ2,N(c) =
γ1γ2[(1 − c)γ2−1 − (1 − c)γ1−1]

(m + 1)
(5)

F(c) =

∫ c

a
ϕ2,N(x)dx =

γ1(1 − c)γ2 − γ2(1 − c)γ1 + γ2(1 − a)γ1 − γ1(1 − a)γ2

m + 1
(6)
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And from Definition and Lemma 2, we can rewrite the generalized order statistics distribution function FX(i,N,m, k)(x)

and the probability density function fX(i,N,m, k)(x):

FX(2,N,m, k)(x) =
γ2[1 − F(x)]γ1 − γ1[1 − F(x)]γ2 + 1

m + 1

fX(2,N,m, k)(x) =
γ1γ2

m + 1
{[1 − F(x)]γ2−1 − [1 − F(x)]γ1−1} f (x)

From Lemma 3 we know if fX(2,N,m, k)(x) were a decreasing function such that fX(2, n,m, k)(c) = 1 and FX(2, n,m, k)(c) =

1/(N + 1), then J(X̃) is 0 at x = a, c and b, negative on the interval (a, c) and positive on the interval

(c, b). we would have
∫ b

a J(X̃)(1 − f(i,N,m, k)(x))dx > 0 in [a, c] and [c, b], then we have integral unequal∫ b
a J(X̃)dx >

∫ b
a J(X̃) f(i, N, m, k)(x)dx > 0 and Theorem 1 would be proved.

But if fX(2, n,m, k)(c) = 1 is unknown here, So we reduce two equation through substituting (5) and (6) to

{ N
N + 1

+ k
[v(b) − v(c)

m + 1

]k} (1 − c)γ1 − (1 − c)γ2

1 − c
+

(v(b) − v(c))

γ1γ2
= 0

where v(t) = γ1(1 − t)γ2 − γ2(1 − t)γ1 . Let

T1(x) =
{ N

N + 1
+ k

[v(b) − v(x)

m + 1

]k} (1 − x)γ1 − (1 − x)γ2

1 − x
+

(v(b) − v(x))

γ1γ2

. Where we would have

T1(a) =
−γ1�(1 − a)γ2 − (1 − a)γ1

(N + 1)(1 − a)
− 1 < 0

and T1(b) =
Nγ1 �(1−b)γ2−(1−b)γ1 

(N+1)(1−b)
> 0. So we have at least a point c which make T(c) equal to 0 for T1(x) is a

continuous function.

For Case II: From Lemma 1, we have ϕ2,N(x) = −γ1γ2(1 − x)γ1−1 ln(1 − x). So we obtain the density function

and the distribution function of 2nd generalized order statistics (gos) as follows:

f2,N(c) = ϕ2,N(c) = −γ1γ2(1 − c)γ1−1 ln(1 − c) (7)

F2,N(c) =

∫ c

a
φ2,N(x)dx =

(1 − c)γ1

γ2
1

ln
(1 − c)γ1

e
− (1 − a)γ1

γ2
1

ln
(1 − a)γ1

e
(8)

From Definition and Lemma 2, the distribution function FX(i,N,m, k) and the probability density function fX(i,N,m, k)

in generalized order statistics can be rewrote:

FX(z,N,m, k)(x) =

∫ F(x)

0

ϕi,N(t)dt = [1 − F(x)]k{k ln[1 − F(x)] − 1} + 1

fX(2,N,m, k)(x) = −k2[1 − F(x)]k−1 ln[1 − F(x)] f (x)

As case I, we analysis Case II and substitute (7) and (8) to above two equation and reduce them to

k
{ N
N + 1

− [u(b) − u(c)]k}(1 − c)γ1−1 ln(1 − c) +
u(b) − u(c)

γ1γ2
= 0

where

u(t) =
(1 − t)γ1

γ2
1

ln
(1 − t)γ

1

e

Let

T2(x) = k
{ N
N + 1

− [u(b) − u(x)]k}(1 − x)γ1−1 ln(1 − x) +
u(b) − u(x)

γ1γ2
.
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Then we would have

T2(a) =
k(1 − a)γ1

(N + 1)(1 − a)
ln(1 − a) − 1 < 0

and

T2(b) =
kN(1 − b)γ1 [1 − (1 − b)m+1]

(N + 1)(1 − b)
> 0

So we have at least a point c which make T2(c) equal to 0 for T2(x) is a continuous function also.

From case I and Case II, we would have
∫ b

a J(X̃)dx >
∫ b

a J(X̃) f(r, n,m, k)(x)dx > 0 if m1 = m2 = · · · = mi−1 = m.

So the result has been proved.
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