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Abstract

Bushell and Trustrum (Bushell, 1990, p. 173-178) give the famous Bushell-Trustrum inequality, but their proof

exists two main mistakes which make their proof process can not establish. This paper corrects these mistakes

and gives the correct proof.
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1. Introduction

Let A and B be two positive semi-definite Hermite matrix with rank n, there eigenvalues are λ1 ≥ · · · ≥ λn ≥ 0

and μ1 ≥ · · · ≥ μn ≥ 0, respectively. Then for any positive integer k, (Marcus, 1956, p. 173-174. Marshall,

1979).

n∑
i=1

λk
i μ

k
n−i+1 ≤ tr(AkBk) ≤

n∑
i=1

λk
i μ

k
i

And (Lieb and Thirring, 1976, see the third reference of (Bushell P J, 1990)).

tr(AB)k ≤ tr(AkBk)

In 1990, Bushell and Trustrum proved

n∑
i=1

λk
i μ

k
n−i+1 ≤ tr(AB)k ≤ tr(AkBk) ≤

n∑
i=1

λk
i μ

k
i

Whereas the result proved by Lieb and Thirring, Bushell and Trustum only need to prove∑
i=1

λk
i μ

k
n−i+1 ≤ tr(AB)k ≤

∑
i=1

λk
i μ

k
i

They construct Bi = UiBU∗
i (i = 1, 2) in their proof firstly, then tr(AB1)k, tr(AB2)k are the smallest and largest

values of tr(AB)k, here Ui is unitary matrix. The mistakes in their proof are mainly in the following two points:

(1) Exist unitary matrix X with rank n, such that X∗AX, X∗B1X, X∗B2X become diagonal at the same time; (2)

tr(AB)k =

n∑
i=1

λk
π(i)μ

k
i (1)
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We will point out that unitary matrix X with rank n, which makes X∗AX, X∗B1X, X∗B2X become diagonal at

the same time does not definitely exist, and for general positive semi-definite Hermite matrix, (1) does also not

definitely exist.

We give the following conclusions:

Exist unitary matrixX with rank n, such that X∗AX and X∗B1X become diagonal at the same time; Exist unitary

matrixY with rank n, such that Y∗AY and Y∗B2Y become diagonal at the same time. And for B1, B2,

tr(AB1)k =

n∑
i=1

λk
π(i)μ

k
i (2)

tr(AB2)k =

n∑
i=1

λk
π(i)μ

k
i (3)

Thus complete the certification of Bushell-Trustrum inequality. We need to use the following Lemma:

Lemma (Wang Song-Gui, 2006, p. 143) Assuming that α1 ≥ · · · ≥ αn, μ1 ≥ · · · ≥ μn. If π(1), · · · , π(n) is any

permutation of 1, · · · , n, then
n∑

i=1

αiμn−i+1 ≤
n∑

i=1

απ(i)μi ≤
n∑

i=1

αiμi

2. Our proof

Suppose A > 0, B > 0, otherwise for any c > 0, There must be A + cI > 0, B + cI > 0, finally we take limit to

the result obtained when c → 0, then we conclude the proof.

Since entire unitary matrix with rank n constitutes a closed set and mapping U → tr(AUBU∗)k is a continuous

function defined on this closed set, so there must be the smallest and largest values in U1 and U2, Then

tr(AU2BU∗
2)k ≤ tr(AUBU∗)k ≤ tr(AU1BU∗

1)k (4)

Especially, in (4), take U = I, then we have

tr(AU2BU∗
2)k ≤ tr(AB)k ≤ tr(AU1BU∗

1)k (5)

If let Bi = UiBU∗
i (i = 1, 2), we will prove first: Exist unitary matrix X with rank n, such that X∗AX and X∗B1X

are diagonal.

Let

R =
(

R12 0

0 I

)
(6)

R =
(

F12 0

0 0

)
(7)

where

R12 = (1 + |ε|2)−
1
2

[
1 −ε
ε 1

]
(8)

F12 =
1

|ε|
[

0 −ε
ε 0

]
(9)

R, F are n × n rectangular matrix, 0, I are zero matrix and unit matrix on some degree.

Obviously, R is an unitary matrix, and to infinitely small ε � 0, R can denoted as

R = I + |ε|F + o(|ε|2) (10)

Here o(|ε|2) is n × n rectangular matrix, everyone of its element is infinitesimal of higher order of |ε|. For

convenient we use o(|ε|2) to denote either matrix or number.
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In fact,

R − I − |ε|F =
[

R12 − I − |ε|F12 0

0 0

]
(11)

R12 − I − |ε|F12 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1√

1+|ε|2
− 1 − ε√

1+|ε|2
− ε

ε√
1+|ε|2

− ε 1√
1+|ε|2

− 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (12)

From mathematical analysis, when x → 0,

1 − 1√
1 + x2

=

√
1 + x2 − 1√

1 + x2
=

x2

√
1 + x2(

√
1 + x2 + 1)

∼ x2

so elements in (11) and (12) are infinitesimal of higher order of |ε|, thus (10) holds. For any unitary matrix T,

define

B̃ = (TRT ∗)B(TR∗T ∗) (13)

Since R is unitary matrix, TRT ∗ is unitary matrix. Because B is positive semi-definite Hermite matrix, TR∗T ∗ =
(TRT ∗)∗, B̃ is positive semi-definite Hermite matrix too. From (10), we get

TRT ∗ = T (I + |ε|F + o(|ε|2))T ∗ = I + |ε|T FT ∗ + o(|ε|2) (14)

Notice that F∗ = −F,

TR∗T ∗ = T (I + |ε|F∗ + o(|ε|2))T ∗ = I − |ε|T FT ∗ + o(|ε|2) (15)

Then

B̃ = B + |ε|(T FT ∗B − BT FT ∗) + o(|ε|2)

= B + |ε|T (FT ∗BT − T ∗BT F)T ∗ + o(|ε|2)

= B + |ε|T (FC −CF)T ∗ + o(|ε|2) (16)

Here

C = T ∗BT (17)

It is easy to prove that for any two unitary matrix with rank n P and Q, have

tr(P + |ε|Q)k = trPk + k|ε|trPk−1Q + o(|ε|2) (18)

Then from (16), (18)

tr(AB̃)k = tr(AB + |ε|AT (FC −CF)T ∗ + o(|ε|2))k

= tr(AB)k + k|ε|tr(AB)k−1AT (FC −CF)T ∗ + o(|ε|2)

= tr(AB)k + k|ε|tr[D(FC −CF)] + o(|ε|2) (19)

Here

D = T ∗(AB)k−1AT (20)

We can prove that (AB)k−1A ≥ 0

In fact, notice that A and B are both positive semi-definite Hermite matrixes.

When k = 2, ABA = AB
1
2 B

1
2 A = (B

1
2 A)∗B 1

2 A ≥ 0.

When k = 3, ABABA = ABA
1
2 A

1
2 BA = (A

1
2 BA)∗A 1

2 BA ≥ 0. It can be proved by induction.

In(20), because (AB)k−1A is positive semi-definite, T is any unitary matrix, so we can choose unitary matrix T,

such that D becomes diagonal,

D = diag(d1, · · · , dn), d1 ≥ · · · ≥ dn ≥ 0 (21)
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Let C =
(

C1 C2

C3 C4

)
, D =

(
D1 0

0 D2

)
, where C1 =

(
C11 C12

C21 C22

)
, D1 =

(
d1 0

0 d2

)
; Notice that C1 is

Hermite matrix, F∗
12
= −F12, then

|ε|trD(FC −CF) = |ε|tr
[

D1 0

0 D2

] [(
F12 0

0 0

) (
C1 C2

C3 C4

)
−
(

C1 C2

C3 C4

) (
F12 0

0 0

)]

= |ε|tr
[

D1 0

0 D2

] [
F12C1 −C1F12 F12C2

−C2F12 0

]

= |ε|tr
[

D1(F12C1 −C1F12) D1F12C2

−D2C2F12 0

]

= |ε|trD1(F12C1 −C1F12)

= |ε|trD1(F12C1 + (F12C1)∗)

= (d2 − d1)(εc12 + εc12) (22)

The last equation is right because C1 is Hermite matrix, and

|ε|F12C1 =

(
0 −ε
ε 0

) (
c11 c12

c21 c22

)
=

( −εc21 −εc22

εc11 εc12

)

By (22) and (19), then

tr(AB̃)k − tr(AB)k = k(d2 − d1)(εc12 + εc12) + o(|ε|2) (23)

This formula is correct on arbitrary semi-positive Hermite matrix B and infinitely small ε � 0.

Especially, set B = B1, ε = ηc12, η > 0, If d2 � d1, then by definition of B1 and (2), we obtain εc12 + εc12 =

η|c12|2 = 0, then c12 = c21 = 0.

Similarly, we take R, F such that their i, j(i < j) row and column have form of (8), (9), and similar to the proof

above, then it can be obtained.

tr(AB̃)k − tr(AB)k = k(d j − di)(εci j + εci j) + o(|ε|2) (24)

Set ε = ηci j, η > 0, Use the same method ci j = c ji = 0 can be obtained.

Suppose c1 > c2 > · · · > cl are l different value of d1, · · · , dn, here D = diag(c1In1, · · · clInl). make C = T ∗B1T
become block matrix

C = diag(C1, · · · , Cl) (25)

Here Ci is positive semi-definite Hermite matrix with rank ni. Let Vi(i = 1, · · · , l) is unitary matrix, such that

Ei = V∗
i CiVi, i = 1, · · · , l, becomes diagonal matrix.

Let

V = diag(V1, · · · , Vl) (26)

E = diag(E1, · · · , El) (27)

Set X = TV , then X is an unitary matrix, and

X∗B1X = V∗T ∗B1TV = V∗CV = E (28)

This is a diagonal matrix, its diagonal elements are eigenvalues of B1, furthermore

X∗(AB1)k−1AX = V∗T ∗(AB1)k−1ATV = V∗DV = D (29)

The last equation is correct because V and D are block matrix with same degree. By (28) and (29) we know

(E
1
2 (X∗AX)E

1
2 )k = E

1
2 X∗(AB1)k−1AXE

1
2 = E

1
2 DE

1
2 (30)
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then

X∗AX = E− 1
2 (E

1
2 DE

1
2 )

1
k E− 1

2 (31)

It is a diagonal matrix. It be proved that exist n × n unitary matrix such that X∗AX, X∗B1X are all diagonal

matrix.

Similarly, in(24), let B = B2, ε = ηci j, η < 0, then ci j = c ji = 0. Notice that because C = T ∗BT and Bi are

different, so we write as G = T ∗B2T .

Suppose that g1 > g2 > · · · > gm are m different values of d1, · · · , dn, here D = diag(g1In1, · · · gmInm), make

G = T ∗B2T become block matrix

G = diag(G1, G2, · · ·Gm) (32)

Let Wi(i = 1, 2, · · ·m) be an unitary matrix, such that W∗
i GiWi(i = 1, 2, · · ·m) is diagonal matrix. Write

W = diag(W1, W2, · · ·Wm) (33)

Set Y = TW, then Y is an unitary matrix, similar to the proof on (28)-(31), it be obtained that exist unitary

matrixY such that Y∗AY, Y∗B2Y are all diagonal matrix.

According to (28) and (31), X∗AX, X∗B1X, Y∗AY, Y∗B2Y are all diagonal matrixes. Notice that X∗B1X =
X∗U1B1U1

∗X, Y∗B2Y = Y∗U2B2U2
∗Y, U1, U2, X, Y are all unitary matrix, so diagonal elements of X∗B1X, Y∗B2Y

are eigenvalues of B. Thus

tr(AB1)k = tr(X∗(AB1)kX) = tr(X∗AXX∗B1X)k =

n∑
i=1

λk
π(i)μ

k
i (34)

tr(AB2)k = tr(Y∗(AB2)kY) = tr(Y∗AYY∗B2Y)k =

n∑
i=1

λk
π′(i)μ

k
i (35)

Here π(i), π′(i) is any permutation of 1, 2, · · · , n, respectively. From Lemma,

tr(AB1)k ≤
n∑

i=1

λk
i μ

k
i (36)

tr(AB2)k ≥
n∑

i=1

λk
i μ

k
n−i+1 (37)

And using(5), then the proof is completed.
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