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Abstract

In this paper, we present explicit scheme for solving rational coefficient (which depends only on space variable) parabolic
equation. The explicit scheme is required some restriction on step size ratio h_k% — 0 in stability, where k and h are step
sizes for space and time respectively. In this paper, we will present the explicit scheme is sable without restriction on the

step size ratio h% . We also show the scheme converge to true solution under some conditions on coefficient.
Keywords: Runge-Kutta methods, method of lines, difference equation, parabolic equation
1. Introduction

A number of difference schemes for solving partial difference equations have been proposed. E. C. Du Fort and S. P.
Frankel(reference.1953) and some others have proposed difference schemes based on methods of lines. However, in
using the explicit lines methods, stability of algorithms is a serious problems for the step size ration of space and time.
We(reference.2001,2002,2015) have proposed some explicit difference schemes by using the idea of methods of lines and
overcome this problems for solving the parabolic equation. In this paper,we study the numerical method for solving the
parabolic equation:

Ou(x,t) o
” = a(x, t)ﬁu(x, 1) (1.1)
cx+d
a(x,t) = P (1.2)

XD eQ={(x,1);0<x<xp,0<1 <14},

with the initial Dirichlet boundary condition

ux,t) ={f(t) O,HedQUQO. (1,7)€QUQ. (1.3)
In the usual schems, it is required the condition of step size ratio
K Oashk— 0
ﬁ — 0ash,k— 0,
in the convergence, where /1 and k for space and time respectively. In this paper, we propose the difference approximation
to (1.1) where the step size ratio is defined by
h% = ¢p. (co is any positive constant) (1.4)

The outline of this paper is as follows. In §2, by using idea of methods of lines, we present the explicit difference
approximation to (1.1). In §3, we study the truncation errors of our scheme. In §4, we study the convergence of the
scheme with the condition (1.4) and we will show that our scheme converges to the true solution of (1.1). In §5, we study
stability of the scheme, and we will show that our scheme is stable for any step size k and & with the condition (1.4).

2. Difference Scheme
We will approximate (1.2) by replacing the derivative for space and time in the difference operator
& 1

ﬁu(x’ [) = E(SZ(M(X, t))’
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Ou(x,t) _ 1 1
el kAu(x, 1), kVu(x, 1), (2.1)

where ¢ is the central difference operator , A forward difference operator,V backward difference operator. We divide
x—space to N; points, t—space to N, points where /& and k are the mesh size for x—space,r—space respectively. We denote
the approximation to (1.1) at the mesh point (x, ¥) = (jh, nk)

u’; = u(jh,nk).

By using the idea proposed in (reference.2001,2002,2015),we define the difference approximation to (1.2) by the following
scheme

coa(j, n)
Wt o= oty T oWt dh u). 2.2
J I (1 +2¢80Ly) SRRy 22)
where
Oy uf ) = = 2u} +ul,, ),

Ly = Max{a(x,1);0 < x < xp,0 <t <17},

.k
¢ = e (2.3)
where the step size k in (2.3) is defined by
k=" ©0<p<l) (2.4)
3. Truncation Error
We define the truncation error 7'(jh, nk) of (2.2),(2.3)
T (jh,nk) = u(jh, (n + 1)k) — u(jh, nk)
Co . . .
-— — Dh, nk), u(jh, nk), + 1)h, nk)). 3.1
T+ a0l (u((j = Dh, nk), u(jh, nk), u((j + Dh, nk)) (3.1
We have used Taylor series expansion of (3.1). We have the following result.
Theorem [1] The truncation error of the difference approximation (2.2),(2.3) to (1.2) is given by
T(jh,nk) = k""Pw(jh,nk), (3.2)
where el
. CoLq . . 4
h,nk) = ———a(j, ,n) + O(h 33
w(jh, nk) a+ ZéoLl)a(J mux(j,n) + O(h") (3.3)
4. Convergence
In this section, we study the convergence of the scheme (2.2). We set the approximation error by
e(jh,nk) = u(jh,nk) - u’; 4.1
We use the abbreviation’s
e;? = e(jh, nk),
T = T(jh, nk),
u(j, n) = u(jh, nk),
a(j,n) = a(jh, nk). “4.2)
We set
_ k
P= 05280
_ logk
p=p( logh)-
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From (2.2),(2.3),(3.1),(4.1), we have
_ n . 21 7 n+l
o=} + pa(jnD [ej’-],+Tj .

We set the initial conditions of (4.3)

e;=T;. (0<j<1/h)

From (4.3), we have

2 _ 1 . 2r 1 2
e;=e; +pa(j,)D[e;] + T;
2
= Y T! + pa(j, )D*[T}
=1
el = & +pa)D’[e]] + T}
3 2
= Y. T} + pa(i, D) Tl + p*latj, 2)D*[a(j DT }]).
=1 I=1
n n—1 L )
¢ = ) ) +pt Y, paCioD’L Y )1}
=1 =1 =1
n-2 n-1 I
+ P Y] D laG k) DlaG ) Y T + .t
=1 L=2 =1

Iy
(Y, D, DlaGl-nDa(L).DaGhD) ) T + .
=1

L=1 Li<b<lz<,,<l;_1<n—1
P Ha(j,n = DD?[a(j,n = 2)D*[a(j, n = 3)...D*[a(j, DT} ]...11}.

We set the propagation of Z;’;’l Tj. (m;=1,2,3,4,..,n—1) by e;{mt(z;’i’l T;)

From (4.4), we have

2 3 n
&= T + O TH + €O TH + €, (O T).
=1 =1 =1

with
e?,l(T}) = e} ,(p)+ e;l(pz) + ..+ e:’l_l‘l(p”‘l).
and
n—1
el i(p)= ) a(, DT},
[|:1
n—1
AP = Y alj b)DLaG, DDAT!)
L=2
e?,1(pS) = e;!’—ll(pS) + plg+g(j,n-— 1))D2[e;31(p(s_1))]
n—1
- Z“(j’ p) Z D?[a(j, I)[D*a(j. ljs-1)-...[D*[a(j, DD?[T}1].11.
lp=s I<h<l<.<l<l,
We set

ny
n _ .n 1
e = ej(z Th.
=1

(4.3)

(4.4)

(4.5)

(4.6)
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Then, we have
n

2 —
e;%,m, = e?,m,(p) + e;,m,(p ) +ot enfm,,m,(pn WL,),

where

n—1 my
Py = ) al D) T},
Li=m, =1
(P = > ) al LDl DY T]T,
li=m; [} <l =1

¢, (") = €nlp’) + plg+g(in—1)D[], (p* )]

n—1
= YaGm) Y Dat i IDaC b)) [D[a(mD T 1111,

l=s m<b<lz<<l,<s<n-1

(nzm)(m, =2,3,..,n—1)

n n
N I
e;{n(g Tj) = E Tj.
=1 =1

We have the coefficient of differential equation (1.2) in the following formula

. c(x+ jh)y+d
a(jl) = ————
a(x+ jh)+ b
3 cx +d;
B ax+b;
with
b; = b+ajh, dj =d+cjh.
We define Jeb
c ad — bc
= — .’l = = d—b )
9= 80D alax+ b)) (r=la cl)

then we have
a(j,D=q+g(,D.(1=1,2,3,.)

Through the paper, we study under the following hypotheses

(H1) 0<g<l, O<a<l,1<b 0<r<l.
We define ” m
2  _ 1
Dy T = Q1) T}l
=1 =1

DG DY T = Q1) T4 Gy ).
=1 =1

D?[g(j, )D[G. )DLY” T = Q1) ), 8(i 1), (i, 1))
I=1 I=1
From (4.6), we have the approximation errors e;’l( p) which consists of the factor Q[T}].

e1(p) = plg+8Gi )OI,
E4p) = ) + pa+ g0 D21 (PO
= ¢, (p).
e (p) = plg+g(, 1)D*(T]]
= (p).  (m=45n

4.7

(4.8)

4.9)

(4.10)

@11
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From (4.11), we have
le” (P < 2pQIT 1. (4.12)

From (4.6), we have the approximation errors e;? 1(pz) which consists of

the factor Q[Tj(,l),g(j, 1)] or Q[T},cs] ,where we set

¢y =1. 4.13)
We study the value of Q[T},g(j, DI, Q[T},cs] in e;f(pz) . From (4.6), We have

(P = (D) + plg+g(j.2)D* e (p)]

= plg+g(, 2D’ (p)]
= p(q+ 80, 2)D(q + g(j DT}
= p*(q +8G.DXNQITS", g, D] + qQIT},¢,)). (4.14)

We assume

IOIT},u(j, DIl < Q1,51 (4.15)
where u(j, 1) = g(j, 1) or ¢y. From (4.14), we have
e}, (pH)l < 2°p*QIT ], s1ll.
Thruogh this paper, it is assumed
IQ[TI’ M(j, 1)7 M(j, 2)’ e M(j, m— 1)]' < Q[le’ S15 82, 835 .00y Sm—]] (m = 17 2’ oy n’) (416)

where u(j, 1) = g(j, 1) or ¢y. From (4.6), we have
(PP = €, (p) + plg+ g, 3ND[E (p)]-

= (") + plg+g(1,3))(qOIT},c]+ OIT}, &1]. (4.17)
From (4.17),we have
el (P < 22pPOIT ], 11 + 1p*(q + 8 3)@QIT ) el + OIT;, g1])l-

If we assume (4.9),(4.16), we have
le} (pHl < 2°p*(1 + DOIT], 51

From (4.6), we have
) = N p?) + plg + g(om = DD*[E (p)]. (4.18)

The approximation errors eZ‘l (p*) consists of the factors Q[T }, g(j, D] or Q[T}, csl
with (m — 2) terms. If we assume (4.9),(4.16),then we have
e (P < 22p*(m=2)QIT}, s11. (m=3,4,..,n) (4.19)

From (4.6),we have
() = €,(p*) + plg+g(.3)De; (po)]
= plg+8(j,3))D[e},(p")]
= (g + 803D + 8G. 2)D*(g(D) + DT 1N]
= p*(q + 8Ui INQIT}, g(1), )] + q(QIT}, g(1), ¢51 + QIT j, ¢5, 8] + ¢* QI T} ¢ ¢5])-

If we assume (4.9) and (4.16), we have
el (PO < 2P OIT ], 51,11

From (4.6), we have
e(pY) = € (ph) + plg+g( 9Dl (pH)]. (4.20)



http://jmr.ccsenet.org Journal of Mathematics Research

Vol. 15, No. 1; 2023

If we assume (4.9),(4.16),we have
e (Pl < 2P’ OIT}, 51,501 + plg + g(j, )DL (Pl

From (4.21), we have
e, (POl < 2°p* A+ DOIT], 51, 52].

From (4.6), we have
Py = NP + plg + g, m = D)D) ()],

In the methods same to (4.19),we have
e (Pl < 2°pP(1+2+ ..+ (m=3)QIT}, 51, 5]. (m=4,..n)

We study the value of eil(p“) . From (4.6), we have

enph) = Y + plg+ gl (m = D)D e (P,

From (4.25),we have
e (ph) = (Y + plg+ g 4D e}, (p)]

= pg+g(j. 4D}, (p))]
< 2°p*QIT}, 51, 52, 83].
In the method same to (4.19),we have
|€;7,1(174)| < 2t A v v+ Vn—4)Q[T}, 51,82, 83].

where we set
m

m
Un = Zk’ Vm = Uk, Wi = V-
k=1 k

=1 k=1
We study the value of e;f’l(p’) (1= 5) . From (4.6), we have
m+l, . IN _ m [ . 2r m -1
ey (p) = €5(p) + plg+g(.D)D [ (p7 )]
In the method same to (4.19), we have
le? (P < 2'p'wi + wa + o+ W )OIT ], 51, 82.53, 54, s 51211

where w;(i = 1,2,.,n —[) are defined by (4.27).
We study the value of factor Q[T}, Uy, Uy, Us, ..uy—1] where u; = g(j,1) or c.

Through the paper,we set

1

0
: t (n) —
I{0A)) Er

T ooxt
We study the expansion of Q[T}1, O[T}, g(j.1),c,] and QIT},g(j 1),8(j:2)] -

o7 =T\,
Q[T]l’g(l)] = Dz[g(]’ 1)]T]1 + 2D[g(]’ ])]T;v(l) + g(]’ 1)])T;,(2)’
OIT}.g(j 1).e] = DLQIT}? g(j D]

= D’[D[[g(. DIIT;"® +2D[g(j DIT; + g DT,

OIT},8(j:1),8(j.2)] = D*[g(j.2)ID*[g(j, DIT} + 2D*[g(j,2)ID[g(j, DIDIT]
+D*[g(j, 2)Ig(j, DD?[T 1+ 2DIg(j,)UD[g(j, DIT] + D*[g(j, DIDIT |1+ 2D*[g(j, DIDIT|]

+2D[g(j, DID’[T[1+ DIg(j, DD*[T[1+ g(j, DD’[T 1} + g(js D [g(j, DIT ]

0" . .
80 0, T, = = Tj(x,0,80,0)° = g(.0), TV = T}.

4.21)

4.22)

(4.23)

(4.24)

(4.25)

(4.26)

(4.27)

(4.28)

(4.29)
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+4D*[g(j, DIDIT |1+ 6D?[g(j, DID’[T 1+ 4D[g(j, DID’[T 1+ g(j, DT} 1}.

From (4.30), we have the factor Q[T] consists of terms

(r@).

The factor Q[T}, g(j, 1] consists of the terms

{gU DTy 4y = 2,0 < mymp < 2).

The factor Q[T},g( J» 1), ¢s] consists of terms

(G DTy 4y = 4,0 < nyymp < 4).

The factor Q[T} ,8(j, 1), g(j,2)] consists of the terms

(80 D™, 2T ™) ny + ny +m3 = 4,0 < nymy,ny < 4).

The factor Q[T}, u(j, 1), u(j,2), u(j,3), ..., u(j, (m = 1)) : u(j, k) = g(j, ) or ¢,] (4.32)

consists of terms

(77028 1) ™8 )™, - G L) ™5y + 12 + .+ g = 2m,0 < nyyma, mg < 2m,
or
(Th-emy. (4.33)

J
We use the abbreviation of (4.32) by Q,, .

We set the number of term

T8 1) ™ g( )™, (LI ) in O
by

NIQIT; 80 108 1)U 13); s 8 L, 11

From (4.31), we have
NIQIT}, (i, DI = 2.

NIQIT}, g 1), ¢511 = 2%
NIQIT}, (). 1), 8(j, )11 = 2%+ 3.

If we assume

NIQIT}, 8(j: 1), (), 2), .., §(jsm = 1] < 2% % 32" < 320",
Then, from (4.31), we have

NIQIT}, g(j, 1), 8(j>2); --» gjsm)] = NI(D*[g(jsmMIIQIT ¥, g(j, 1), .., g(jom = 1)]

+2N[DIg(j;mIDIQIT; ", g(ji 1), ... g(jsm = D11 + N[g(j,m)D*[QIT ', (). 1), ... g(jsm = D]
< 32(m—l) + 22'32(111—1) + 2232(m—l)'

We have
NIQIT}, g(j, 1), 8(j,2), .., g(jm)]] < 3°".

We study under the following hypotheses

1
(H2) DT < ID”(m)I- O<b<by

(4.30)

431

(4.34)



http://jmr.ccsenet.org Journal of Mathematics Research

Vol. 15, No. 1; 2023

Then we have ;

nla
D'(TH <« ———.
DTS
From (4.30),(4.35),we have
2la 2142 1 31a3 1

4143

10T}, g(j, DIl <

we set
2la 2142 1 313 1

4143

RIT;,g(j, D]
Then we have
OIT},&(j, D] < RIT}, g(j, D).
The Factor Q[T]! , &(j, 1)] is bound by the rational function R[T} ,8(7, DI

From the inequality

144
T%s s < .—9
|OIT;, o)l @+ by
we set .
41
RIT ;] = —2 .
4 (ax + b)>

Then the Factor Q[T} , cs] is bounded by the rational function R[T} ,Cs).
We study the value of factor
8. 1" g )", g, L)™' T
We use the abbreviation (4.37) by ¢, .The value of ¢,, with
g 1) = m(i =1,2,,(s=D))ny=m=..=n,,=0
give maximum value in molecule of R[g,,].

gm With (4.38) is
1 2m + 2)la®m+?
am™(ax +b;y" (ax + b)>m+3

_ @m+2)am?
- (ax + b)3m+3 )

lgml <

R[gx] with
g(J’ ll) = Cyg (l = 172’ "nl—l))
give minimum value in denominator of R[gy,].
qm With (4.40) is
. 2(m + 1)la*m*D
Il = (ax + b)2m+3
From (4.39),(4.41),we set

Q2m + 2)\a"*?

RIT™, g 1) i, 8 12)™, ., g(jy li-)"e V] = ——
(T, 8(s h) i, 801, 1), - 8Cs 1) 7] (ax + by

Then,from (4.42), we have
101 < RIQIT}, g(j. 1), 8(j. 2), .g(j.m — D]].

We set Q[Tj(.l),sl,sz,S3,...,sm_1] in (4.16) by

21y (2m) lam*!

Y] —
Q[Tj s 8§15 82583, .00y Sm—l] - 3 (ax+b)2m+1 .
From (4.2), we set

k

T
1+ 2600 =

p

(ax+bj)’ (ax + b)} * (ax +bj)? (ax + b)* * (ax +bj) (ax + b))

(4.35)

i 2 .
(@x+ ;0 (@x+by | (ax+ b, (@x+ by | (ax+b;) (ax+ b’

(4.36)

4.37)

(4.38)

(4.39)

(4.40)

4.41)

(4.42)

(4.43)

(4.44)

(4.45)
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From (4.12), (4.35),we have

with

We study under the following hypotheses

(H3)

From (4.19),(4.44), we have

with

From (4.24),(4.44),we have

with

From (4.26),(4.44),we have

with

¢ ()l < 12pQIT!]

2142
< 2h2 2_ &%
=% (ax +b)3

< Cp h**,

2+p

Cii = 22123 (5).

le (PP < p* 22(n = 2RIT}, 51]

4143
4~272 3 2+
< h'2°3 (n—2)c0—b5 h™*

< Co W,

3
a
Cay = 22324!h3c3xf(§).

6'a*
3634,2 4 2+
< 2°h°3"nc, b7h P

< Cy WP,

4
a
Ca1 = 236!} o

[P
< 243908 (n® + n? + O(n))cggl;—zhzﬂ’

< Cyph**,

(4.46)

(4.47)

(4.48)

et (p?) <p* 22(1+2+ ..+ (n=3)QIT}. 51. 5]

(4.49)

4 4 H4 1
e (Pl < p" 2°(vi +vo +v3 + .+ v,a) QLT 51, 52, 53]

(4.50)

5

a
Cay = 2*3°8I°cy(x) + x5} + O(h))ﬁ.

We study e;f'l) (™). In the method same to (4.19),from (4.29),(4.44),we have

i
OIT;, 51,52, 83, S4, -.Sm-1]

|e;?,1(pm)| <p"2™Mwi+wy +ws .+ W)

< me"’co{%(n —m)(n—m+ DQ2n-m) + DBm—m)* +3(n—m)+ 1)+ 0((n —m*)}

< p"(@2)"3* " Degf(n — m)’ + O((n — my*)}

2m-1) Qm)la®™hH
(ax + b)@m+D)

2+p

b(2m+1)

1
2m)la™*h

+p
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(2m) !a(m+1)

2+4p
p2m+1) h

< th(CO)m+12m32m{(n _ m)S + 0((]1 _ m)4)}

am+h
WP (m =5,6,.,n—1)

(2m-5) m, m+l 5
<h (18)" " xf(2m)!b(2m+1)
Using the inequality
Q@mHK*"= = 516h)(Th)..(mh)(m + Dh)((m + 2)h)...(2mh)
< 5|x(2m—5)22m—5
- Tf :

From (4.51), we have
5lacy 7Zac0x§

), m my 2+
le; 1 (Pl < T{T} h=".
If we assume
72ac0x?
—| <1
2

Then we have
e (P < Cpah™,(m=5,.,n—1)

with 51
lac
Cnt = = 9.

We set

C1= max Cm,l-
I<m<n-1

Then,from (4.46)-(4.53), we have we have
e 1< 1 (P + e (PP + .+ ey 1 (p" )]
SICual +1Co ] + .. +1Cpp 1]
< él Xf K,
We consider the propagation e;?(zg'i’l Tj.)(m, =2,3,..,n—1).
We define

ny
01> T4, 81,82, 8n1] < mQIT}, 81,82, gt (my <= 1)
=1

From (4.12), (4.55),we have
e, (P < 2p0> " Th
I=1

< 2pm,QIT}]

21a?
(ax + b)3

2+,
< Cl,m,h P,

< 2h*cim, PPQ2<m<n-1)

with
2 2 a
Cl,m, =2 hxfco(ﬁ).

From (4.19),(4.55), we have

1€ (PO < 1P 221 =2 = (my = 1DQIY T s1]]
=1
< p2*(n—m; = )mQOIT}, 51

443
< h*223%(n - 1)cgm,b—5h<2+P>

10

4.51)

(4.52)

(4.53)

(4.54)

(4.55)

(4.56)



http://jmr.ccsenet.org Journal of Mathematics Research Vol. 15, No. 1; 2023

< C2,m,h2+p’
with
222 413,23 2“3
Com, =2°3%4!h Coxfﬁ~

From (4.24),(4.55),we have
e (PO < pP 220+ 24 .+ (= (e = 1) =3)QIO T}, 51, 52]
=1

<p 220 +2+ .+ (n—2)mQ[T}, 51, 5]
6la*
< h62334n2m,c3b—?h2+p
< C3,m,h2+pa
with
Sadgy3 4 340
Cspm, =2°3"6!0 0%y 57

From (4.26),(4.55),we have

m
4 4 4 1
€%, (Pl < 27p" (vi + v, +Vn—m,—3)Q[Z T;,s1, 52,531
=1

4 4 I
<2 iAo A V-3 O[T}, 51, 52, 831

(P
< 2'3%R%m,((n — (m; = 3)° + (n — (m; = 3))* + O(n))cgi'—zhzﬂ’

2+,
< C4,m, h ’ >

with
5

a
Capm, = 24368!h4c3(x_‘;. + x; + O(nz))ﬁ'

From (4.29),(4.55),we have
|e;,m,(p'")| <|p" 2™wy + wr + w3+ o+ Wy m—1) )

th[le’ S1, 82, 53, 54, , "SM*I:”
= szm{%(n = (m; = 1) =m)(n— (m; = 1) —m + D2(n = (m, = 1) —m) + 1)

B —(m, —1)—m)* +3(n—(m;— 1) —m) + 1) + O((n — (m, — 1) —m)")}
(Zm)!amﬂ

2+p
"(ax + b)@m+)

32(m—l)c

(2m)!lam+h

b(2m+1) h2+p‘(m = 5’ 67 = (m;f - 1) - 1)

< p"2"3%eo{(n = (my — 1) = m)’ + O((n — m; — m)*)}
From (4.51),(4.60) and the inequality,

CmOYR*" = 6!(Th)(8h)..(mh)((m + 1h)((m + 2)h)...2mh)

< 6!x}2’"*6)22m—6.

we have

m (n m mn2m m a a i
P e;*’i"(p )| < 612737 ) + 0("4)}xfco+lz{ﬁ}l(xf)2 TR,
61.co T2acox;

fymy2+
< h=".
< =U—)

If we assume (4.52), Then we have
e, (P < Cou I, (m=5,.,n = 1)

11

4.57)

(4.58)

(4.59)

(4.60)

4.61)

(4.62)
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with 6!
la
Cm,m, T .
We set

Then,from (4.55)-(4.62), we have
|e"(z THI < 1€} (P + 168, (P +s s+l (P

< Cme/’al.
We consider inthe case m; =n—-4,n-3,n-2,n—1,n.

On the case m; = n — 4. From (4.12),(4.35),(4.55),we have
n—4
e (P <2pQI )" T']
I=1

< 2p(n—4)QIT]]

21a?
(ax +b)3

2+,
< Crp-sah™,

2+p

<2hcin—4)

with
2 ) @
Cl,n74 =2 /’l)CfCO(E .
From (4.19),(4.44),(4.55),we have

n—4

e (D] < p? 223Q[Z !, 511
< 2°3h*cy3%(n - 4)Q[T},s1]
< 2233y (n - 4) h“f’
< Copgh®™,

with
3

Copy = 2233 4'h3c0xfz
From (4.24),(4.44),(4.55),we have
n—4
et (P < P2 +2)Q1) Th 51, 50]

=1

<p*2’3(n-4 !

—p (n )Q[T',S],SZ]

<23 rbchn - 4) h2+”

< Cypah™,

with
4

Cips = 23356'h5c0xfz .
From (4.26),(4.44),(4.55),we have

e, o (pY) < p*2* 0l Z 51,51

12

(4.63)

(4.64)
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< h*2'3%(n - 4 OIT ], 51, 52]
8la’
<SH2%3%% ) ———
O ax + by

< Cypgh®*®,

with r
Cipa = 24348w7c0xf o
From (4.64)-(4.67),we have
el < 1€,y + 1€,y (P +1e, ()] + 1],y (p*)

2
S (Crp—s + Copeg + Capog + Caps)h™™.
If we set
Cn 4 = Max Cnln 4.

1<n;<

Then,we have
n ~ I+p
|ej,n—4| < XfC,,,4h .

On the case m, = n — 3. From (4.12),(4.35),(4.55),we have

w

n—

le} 3P| <2pQl ) Tj]
1

< 2p(n -3)QIT}]

~
I

la
2 2 2+p
= “Cors (ax +b)3
< Crush®™,
with
_ 2.2 a
Cl,,,_g, =2 xfco(ﬁ
From (4.19),(4.44),(4.55),we have
le, 3PP < p* 2°2(n - 3)Q[T}, 51]
< 2°h*3%c3(n - 3) h2+f’
< Copsh™™,
with 5
a
Cony = 27324103 x; e

From (4.24),(4.44),(4.55),we have
n-3

|e;€,n—3(p3)| = P323Q[Z Tj-, 51, 82]
I=1
353 1
<p’2(n=3)0IT;, 51, 52, 53]
<23 h634cg(n 3) h2+p
< Cypsh®?,
with
ot
Cyp3 = 2°3* 6'h5c0xfb

From (4.69)-(4.71),we have
e, sl < 1€, () + 1€t (P + 1€, (P

13

(4.67)
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(4.69)

(4.70)
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If we set

Then we have

2+
< (Cip-3 +Corpz + C33)h”"".

Cn—3 = max Cy, p-3.
1<m <3

~ 1
Ie;f’n_3| < )Can_3h P

On the case m; = n — 2. From (4.12),(4.36),(4.55),we have

with

From (4.19),(4.44),(4.55),we have

with

From (4.73),(4.74), we have

If we set

Then, we have

n-2

e, (Pl < 2p01> | T
=1

< 2p(n-2)QIT}]

21a?
< 2}12(” - 2)C3m

2+
< Cl,n—Zh p’

2+4p

Cros = P (-
12 = xfco(ﬁ .

n—2

€, < PP Th 51
=1
< p* 2X(n-2)0IT}, 51]
4143
<23*h*ci(n - 2)?/1“
< Copah®™,
2224123 .3 a
C2,n—2 =2°3°41h Cox‘fﬁ.
el < 1€t () + e, (PP

< (Cipeg + Copn)h™*.

Cn—Z = max Cnl,n—Z,
1<n<2

~ 1
|e;€,n—2| < xfC"*Zh +p.

On the case m; = n— 1. From (4.12),(4.36),(4.55),we have

with

n—1

el <2pQ) T
I=1

< 2p(n—1)QIT]]

21a?
(ax + b)3

S Cn71h2+P’

<2hci(n—1) I+p

= 2 2 a
C,,_l =2 thCO(E).
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4.72)

(4.73)

4.74)

(4.75)

(4.76)

4.77)
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From (4.54),(4.63),(4.68),(4.72),(4.76),(4.77),we have

n—1 2 3 n—1
DL, (T < 1 (T + 1€ TH + 1€ THI + e, (> T
m=1 I=1 =1 I=1

<(C1+Co+Ci+ ...+ Coh**.
We set

Then, we have
Z[e_';,m(r;“n <C, xs h'*. (4.78)
I’l]=1

On the case m = n , we have

e;?,n = Z T(j,m).

1<m<n

we have

el < > WG Ik,

1<m<n

If we assume
lw(jh, nk)| < C,. (4.79)

for some constant C,. Then we have

lejal <D WG, Ik

1<m<n
< C'ntfk”. (4.80)
From (4.78),(4.80), we have

n—1 np
E"= 3" lle), O T+ e,
ni=1 ny=1

< (Cfohp + Cntfkﬁ).

which leads to
limpx—sollE"|| = 0.

Theorem [2] Suppose that for step size space and time & and k& with the condition (1.4), there exists positive numbers
J(h) and n(k)

JWh = x€[0,x/l(i—00) nkki — t€[0,1].

and the conditions (4.9),(4.35),(4.47),(4.52),(4.79) are satisfied and [u(x, )|, [ux(x, 1)|, [uxc(x, 7)| are bounded in [0, xs] *
[0, lf].

Then the scheme (2.2) converge to the solution u(x, ¢) of the differential equation (1.1) uniformly.
5. Stability

In this section, we study the stability of the numerical process (2.2),(2.3) and define as follows.

Definition: The numerical processes {Y" € R,} is stable if there exists a positive constant K, such that
1Yl < Ky, (5.1)

where ||.|| denotes some norm and the constant K.

We use the following result.

Lemma If the conditions (4.9),(4.35),(4.47),(4.52) are satisfied. Then we have

ID?[]l] < Ka, (5.2)

15
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for some constant K,
Proof

From (4.11), we have

ID*[¢}, ()]l = ID*[p(g + g(j, DOIT I

< 2pQIT}, 51l

41a®
<A —L
(ax + b)’

< Lih, (5.3)

2+p

with
Ly =230 414,
From (4.18), we have
D[}, (pD)] = D[ (p))] + pD?[(g + g(jym = DD [} (p)]].(m = 2,3, ..,n)
In the method same to (4.19), we have
ID’[e" ()]l < 2°pQIT}, 51, 5]
< h*223%n - 2)cg6;—f4h2+ﬂ
< Ly h?, (5.4)
with y
Ly = 2234.6!.h3+Pc3xfb—7.
From (4.23), we have
D[], (ph] = D) (p)] + pDPl(g + g(om = DD [~ (pP)]].0m = 3,4, ., n)
In the method same to (4.19), we have

D[}, (PO < 2P (1 + 2+ . +(n = 3)QIT ], 51, 52, 53]

< h0cg2’3%(n = 3)(n - 2)QITY, 51, 52, 53]
< Ly h?, (5.5)

with
&

Ls; = 2336.8!.c3x§h4+” 9

From (4.25), we have
D[ (ph] = D (] + pDl(g + g( m = )D€ (p)]], (m = 4,5, .,n)
In the method same to (4.19), we have

D[ (pD < p* 221+ va +vs + .+ v ) QIT ], 51,52, 53, 4]

10145
< 24301803 4+ n? + O(n))cgb—fh2+P
< Ly 2, (5.6)
with

a®

Ly = 2438.10!.6'(5)()(;. + xj% + O(Xf))h5+pb” .

From (4.28), we have

D (ph) = DL (h] + pDl(g + g (m = DYD?[ES (pH]],

16
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In the method same to (4.19), we have
ID?[S) (PO < p' 2wy + w2 + .+ Wy DOIT ] 51, 52,00 81),
<2pl (=D =1+ D((n =D’ + 50 =D + O = D)OIT?, 1, 52, ... 51]

I 1+1 13209142 4 21~ 4 a 24p
<2.7hcy 2372 XpXs p2+3

<Lk, (1=5,6,.,n—1) (5.7)

with )
i ( 7200xfa )th“’
b3

L[,] = 4.7!.C0 »2 >

If we assume (4.51),(4.52). Then we have
D[ (POl < Ly,

with
&2
L = 4.6!.coﬁhp.(l =5,6,.,n—1)

If we assume (4.52),we set

L= max L, ;. (5.8)

1<n;<n-1

From (5.3)-(5.8),we have
D[], 1 < ID*[e} \(p)]] + 1D (€5, (PO + .. +ID*[e)_y  (p" D]
< |Lpal + Lol + ..o + |Lu-1.1

< Z] Xf h. (59)
We study the value of Dz[e”](zm’ Tl)(m, 2,3,..,n—1). From (4.11), we have

m;

ID[el (]| = 1D2[p(q + g( DEL Y T4
=1

<2pQl) Th 1]l
=1

41a?
(ax +b)3

< Ly, (m, =2,3,.,n-5) (5.10)

< 2h2c§m, e

with
Ly, = 2.3°h""x;c2 415
From (4.18), we have

D[}, (pD)] = D[ (pD)] + pDPl(g + g(j,m = VD[], [ (p)]].om = 2,3, .., n)

In the method same to (4.19), we have

m

D[l (PO < 22201 Th 51, 5]
I=1

6!
< B2 m(n = (my — 1) = 2)c’ —e @ W

< L2,m,h2a (5‘1 1)
with

3
— 2234 6' h2+ 2
fb

17



http://jmr.ccsenet.org Journal of Mathematics Research Vol. 15, No. 1; 2023

From (4.23), we have
e}, (p)] = DL}, (p))] + pDl(q + g(jom = DD, (pP)]].0m = 3,4, ., n)
In the method same to (4.19), we have
ID*[¢},, (POl < 2P+ 24 . +(n— (m;— 1) - 3)Q[Z T, 51,52, 53]
=1
< h02°3°cimy(n — (my = 1) = 2)(n — (m; — 1) = 3)Q[T?, 51, 52, 53]
< Ly h2,

with e

Ly, = 2°3%81chx 3h3+f’b9
From (4.25), we have

D[y, (ph] = DL (ph] + pDPl(g + g(j. (m = D)D*[e, (p))]].0m = 4,5, ... n)

In the method same to (4.19), we have

D¢, (PO < 2*p*m((n —m, = 1)* + (n = (m; = 1)* + O)QIT}, 51, 52, 53, 54]

2
S C4,m,h ’

with
ab

Ly, = 2*3%.100c0x7(x} + x7 + O(Xf))h“*ﬂbll

From (4.28), we have
D€}, (PH] = DT (ph] + pD*l(g + (i (m — D)D[er, (p 1.

In the method same to (4.19), we have

m;

D[l (PO < p' 20wy + wa + 4w DQLY. T, 51,5, 81),
=1

< 2'p/((n—(my— 1) = D(n—(m,— 1) =1+ 1) ((n—(m, — 1)—03+5(n—<mf—1>—Z>2+0(n—<mt—1)—1>>>m,Q[T;?,sl,sz,..,sl]

i [+1513205+2 |5 @i-5) 4 24
< 2'81.cf 12132212 (xp) bzmh o

<Lk, (1=5,6,.,n—(m—1)—1)

with 5
a2 T2coxsa
Lim, = 48105 ( bzf e
If we assume (4.51),(4.52),we set
Zm, =  max Ln| e
1<n;<n-1

If we assume (4.52), then from (5.10)-(5.15),we have

D21 T < 1D (e, (DI + 1D2[eh,, (Pl + +... +1D2[e),  (P" ™)
=1

< I:mtxfh. (m, =2,3,..,n=95)

We study the case ;m; =n—-4,n-3,n—-2,n—1,n.

18
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On the case m, = n — 4. In the method same to (5.3), we have

n—4

ID[el, (Il < 2pO1Y " Th 51]]
=1

N3

2
(ax + by’ "

< 2W*3%ci(n - 4)

< Ly, 4l
with
Lijg = 232010240, .
In the method same to (5.4), we have

n—4

D[l (PO < 22201 Th 51, 5]
I=1

< h*223*(n - (m, - 1) = 2)(n - 4)c h2+P

< Lyl
with
Lyjg = 2%3° 6'h*+ﬂc0xf( )
In the method same to (5.5), we have

n—4

D2, (P < 22+ 2+ 4= (m = 1) = 3)QLY . T 51, 52,531
=1

0c32%37(n - HOIT7], 51, 52, 531,

which lead to
ID*[e" (Pl < Lapah®,
with
Ly, = =237 81 c X h5+ﬁb9

In the method same to (5.6), we have
|D2[€5~7,,)1[(P4)]| <p*2' i +va .+ vn—(m,—l)—4)Q[Z Tj', 1,82, 83, 84]

<2*p*(n - HQIT}, 51,52, 53, 84
< Ca i h?,
with
Lyp-g =23°.100.cx h7+pb”
From (5.17)-(5.20),we have

D[}, 0l < D[], _y(p)]l + ID*[€},_y(pD)] +ID°[e}, (Pl +ID*[e],_4(p*)l

< (Lipa + Loy + Ly g + Ly_a)i.
If we set

Ln 4 = max Lnln 4.
1<n;<4

19
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Then, from (5.21),we have
ID*[€, ]l < xfLysh.

On the case m; = n — 3. In the method same to (5.3), we have

n-3
D[, (Il < 2pQLY. Th 511l
=1

<2h*3ci(n — S)L‘l3 2+p
(ax + b)’
< Ly, sk,
with
Lijs = 2320 codlxp (%),
In the method same to (5.4), we have
n—4

D[l (PPN < 22201 Th 51, 5]
I=1
< h*223%2(n - 4)c36;—67’4h2+P
< Ly,sh?,
with .
Lyys = 23346!h3+”c(3)xf%.
In the method same to (5.5),we have

n-3

D[l (P < 2P (1L + 24 .+ = (= 1) = 3)QLY Th 51, 5, 53]
=1

< h®c2%3%(n - 3)QIT}, 51, 52, 531,
< Ly, oh?,
with

ad

Lo = 2°30.8L.chx ;™ 75

From (5.23)-(5.25), we have
D¢}, 51l < ID?[e], 5]l + ID*[€}, s(pD)]I +ID[e, (P

< (Lip3z + Lypz + L3,o3).

If we set

L,,_3 = max L,,l’,,_3.
1<n;<3

Then, from (5.28), we have
ID*[¢", 51l < xLy3h.

On the case m; = n — 2. In the method same to (5.3), we have
n-2
ID[el, (Il < 2pQLY " Th 51]]
I=1

4143

2+4p
(ax + b)’

<2m*3%ci(n - 2)

< Lyqoh?,

20
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with
Ly = 23R 241, %
In the method same to (5.4), we have

n-2

D[l (P < 22pPQL) | T 51, 5],
=1

6la*
s#fﬁm—m%ETﬁw
< Ly, oh?, (5.29)
with
224411.3+p .3 a*
Lz)n_g =2°3%6!h ICO)Cfﬁ.
From (5.28),(5.29), we have
ID*[e}, 11 < ID*[}, (Il + ID*[€}, (PPl
< (Lip-2 +Lyp2). (5.30)

If we set

Ln—z = max L111,n—2~
1<n<2

Then, from (5.30), we have
ID*[e}, L1l < xfLyah. (5.31)

On the case m;, = n — 1. In the method same to same (5.3), we have
D[], (p)] < Lk, (5.32)

with

3
Ly = 2.32.4z.c§xfh1+f’Z—5.

From (5.9),(5.16),(5.22),(5.27),(5.31),(5.32), we have
2 3 n—1
D[N < DS (THN + ID[Ef(Y THI + ID[l() THII + 1D, (> THII
=1 =1 =1

< (Zl + 1:2 + 123 + ...+ Zn—l)h- (5.33)

If we set

L.= max I,
1<i<n-1

Then,from (5.33),we have
ID*[e"]] < Ly xy. (5.34)

On the case m = n , we have

e, = Z T(j, m).

1<m<n

we have

Dl = > DA w( m)]l. (5.35)

1<m<n

From (4.35), we have
D*[w(jh, nk)]| < Ly,

for some constant L, then, from (5.35), we have

IDejll = ) ID*Iw(jm)lk'*?

I<ms<n

<L, (5.36)

21
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with
Zn = Lnl‘fkp .

From (5.34),(5.36), we have
ID[e]]] < Z |D2[e'“<2 T +1D(e], ]

< (L + L)(= K2).

We study stability of numerical processes (2.4). From (2.1), we have

n+l  _ n coa(j,n)
u; = Mj+ m (Mj 1,'4 ”]+1)
coa(j,n) coa(j, n)
noy 5L o, + 9227 ot "
P T 200mn) DWW )+ ey S 4 W)
coa(j,n) 0o on
_mq)(uj;l,uj,ujﬂ)). (537)
From (5.53), we have .
% M O 1,u ", )
(1 + ZCOLI) U J
2coa(j, n) coa(j,n) coa(j,n)
< (1 = =227 ) 4 | —L T gt + | 5.38
<10 = G i+ gl + Tl (5.38)
We set the vector ||U"|| by
N0l = Max{lu}|;0 < j < 1/h}.
From the inequality
B 2coa(j, n) >0,
(l + 26‘0L1)
From (5.38), we have
coa(j,n)
" —_— , <||U" 5.3
)+ e Ot )] < U (5.39)
From (5.37), we have
coa(j, n) 0L )— coa(j, n) DUy, il i)
1+ 280L; s 1+2¢oLy 470707
1
= ] - Ot W u ).
coa(jnt 1+ 2¢pLy 1+ 2¢oLy } (uﬁl, " ujJrl)
Zka(j, n)Ll(C() - 6‘0) 1
= -2u" +
= Tr 200L)(1 + 2e0Ly) T2 Wim = 25 + )
From the equation
{u;' |~ 2u + “,H} =(j-1,n) —ej D = 2(u(j,n) —e”) +(j+1,n) - /+1)
= I {u(jn) = ex(j,n) + OhY)),
We have
coa(j,n) coa(j,n) 2coa(j,n)L(k — ]NC)) 2
—— ,u', - —0 , I o~ exx + O(h9)}], 5.40
T 2Ly D145 W) = g, P e W) = S35 1 2k s — o O (>40)
< [2keoa(j, m)Li(1 = B )uyy — e + O(hP)}].
If we assume
”uxx(-x’ t)” < K3~
then, from (5.39),(5.40), we have
U1 < [IU"|| + wh, (5.41)

22
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with
w = 2keoL3|(1 — IO)|(K, + K3).

From (5.41), we have
NU"|I < O] + xpw,

with
W =2Lco(1 + I)(K; + K3).

We have the result.

Theorem [3] For any given step size h, k which satisfy (1.4). The difference processes (2.1) applied to the differential
equation (1.2) is stable with the conditions (4.9),(4.47),(4.52).
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