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Abstract

In this paper, we get a lower bound of the smallest singular value of an arbitrarily matrix A by the trace of H(A) and the
Euclidean norm of H(A), where H(A) is Hermitian part of A, numerical examples show the effectiveness of our results.
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1. Introduction

Let A = [ai j] be an n × m matrix and A∗ be the conjugate transpose of A, the singular values of A are eigenvalues of
(AA∗)

1
2 and denoted as σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0. In this paper, we will focus on the smallest singular value σn, which is

important in assessing numerical calculations (M. Marcus, H.Minc, 1992) and the singularity of a matrix. Without loss of
generality, we only consider n × n matrices in the following discussing. Let

Pi(A) =
∑
k,i

aik, i = 1, 2, ..., n,

and
Qi(A) =

∑
k,i

aki, i = 1, 2, ..., n.

If aii ≥ Pi(A) and aii ≥ Qi(A), i = 1, · · · , n, In (Varah J M., 1975), the following lower bound is proposed

σn ≥ (min(|aii| − Pi(A))min(|aii| − Qi(A)))
1
2 . (1)

Denote H(A) = (A + A∗)/2, this lower bound was improved by Johnson in (Johnson C R.,1989), that is

σn ≥ min{Reaii − Pi(H(A))}, (2)

and
σn ≥ min{|aii| − Pi(H(DA))}, (3)

where D is a diagonal matrix which transform aii to |aii|, i = 1, · · · , n . These lower bounds are simple and easy to
compute, but require the modules of all the diagonal entries be big enough, there are also some other results in (Huang T
Z, You Z Y.,1994)) and (Johnson C R, Tomasz Szulc.,1998). In this paper ,we get a different lowet bound which depend
on the trace of matrix A and the Euclidean norm of H(A). And this new lower bound is not comparable with (1) or (2,3).

2. Main Results

To get our results, we need the following lemmas.

lemma 1 Let A = [ai j] be a complex matrix of order n, x is the right eigenvector of σn, H(A) = (A + A∗)/2,then

σn ≥ |x∗H(A)x|. (4)

Proof For an arbitrarily real number t, Let M = A − tI, then MM∗ = AA∗ − t(A + A∗) + t2I, that is

AA∗ = MM∗ + t(A + A∗) − t2I,

Note that MM∗ is semi positive definite and x is the right eigenvector of singular value of σn, then we get
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σ2
n(A) = x∗AA∗x = x∗MM∗x + t · x∗(A + A∗)x − t2 ≥ t · x∗(A + A∗)x − t2.

Let t = x∗(A + A∗)x/2, one can get

σ2
n(A) ≥

x∗(A + A∗)x
4

= |x∗H(A)x|2.

that is σn ≥ |x∗H(A)x|, and the proof is complete.

lemma 2 (Gu Y X., 1994) Let A = [ai j] be a complex matrix of order n, λ is an arbitrarily eigenvalue of A, then∣∣∣∣∣λ − trA
n

∣∣∣∣∣ ≤
√

n − 1
n

(||A||2 −
|trA|2

n
). (5)

Now we are ready to get our lower bounds of σn.

Theorem 1 Let A = [ai j] be a complex matrix of order n and σn be its smallest singular value, denote H(A) = (A + A∗)/2,
then

σn(A) ≥
∣∣∣∣∣ trH(A)

n

∣∣∣∣∣ −
√

n − 1
n

(||H(A)||2 −
|trH(A)|2

n
). (6)

Proof Let λn be the smallest eigenvalue of H(A) and λ1 be the biggest eigenvalue of H(A) .

Case 1, if
trH(A)

n
−

√
n − 1

n
(||H(A)||2 −

|trH(A)|2

n
) ≥ 0,

then by lemma 2 we get

λn ≥
trH(A)

n
−

√
n − 1

n
(||H(A)||2 −

|trH(A)|2

n
) ≥ 0,

which means the matrix H(A) is positive semidefinite.

and by lemma 1, we get
σn ≥ |x∗H(A)x| ≥ λn.

Then we get

σn ≥ λn ≥
trH(A)

n
−

√
n − 1

n
(||H(A)||2 −

|trH(A)|2

n
).

Case 2, if
trH(A)

n
+

√
n − 1

n
(||H(A)||2 −

|trH(A)|2

n
) ≤ 0,

then by lemma 2, the biggest eigenvalue of H(A),e.g λ1 satisfies

λ1 ≤
trH(A)

n
+

√
n − 1

n
(||H(A)||2 −

|trH(A)|2

n
) ≤ 0.

This tells us that the matrix H(A) is negative semidefinite, and by lemma 1, we get

σn ≥ |x∗H(A)x| ≥ |λ1|,

then we have

σn ≥ |λ1| ≥ −
trH(A)

n
−

√
n − 1

n
(||H(A)||2 −

|trH(A)|2

n
).

In conclusion,

σn ≥ |λ1| ≥

∣∣∣∣∣ trH(A)
n

∣∣∣∣∣ −
√

n − 1
n

(||H(A)||2 −
|trH(A)|2

n
)

the proof is complete.
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Now we give an example to show the effectiveness of our result.

Example 1 Suppose

A =

 1 0 1
0 8 1
1 1 9

 .
By the use of (1) or (2), we just get σn > 0. While if we use (6), we can get σn > 0.71. In fact, we can see that the lower
bound in (6) is based on the trace of A, which means all the diagonal entries are considered together, if the module of the
trace of A is big enough, one can get a positive lower bound by (6). This is different from the lower bounds in (1) or (2),
which require every diagonal entry must be ”big” enough.

And we have to point out that this do not mean (6) is always better than (1) or (2), consider the following example.

Example 2 Suppose

A =

(
2 1.9

1.9 −2

)
,

By (1), we get σn > 0.1,by (2) we get σn > 0.1, while by (6) we just get trivial lower bound. So these bounds are not
comparable.

Under this situation,we can use a similar method to transform the diagonal entries aii to |aii| like (Johnson C R.,1989), and
by theorem 1, we get can the following lower bound.

Theorem 2 Let A = [ai j] be a complex matrix of order n and σn be its smallest singular value, denote H(A) = (A + A∗)/2,
then

σn(A) ≥
∣∣∣∣∣ trH(DA)

n

∣∣∣∣∣ −
√

n − 1
n

(||H(DA)||2 −
|trH(DA)|2

n
), (7)

where D is a diagonal matrix and the diagonal entries of DA are |aii|, i = 1, · · · , n.

The proof is similar to (Johnson C R.,1989), we omit it here.

At last, we propose a determination about the singularity of a matrix by (6). That is

corollary 1 Let A = [ai j] be a complex matrix of order n, denote H(A) = (A + A∗)/2, if |trH(A)| >
√

n − 1||H(A)||, then A
is nonsingular.

Proof In (6), let ∣∣∣∣∣ trH(A)
n

∣∣∣∣∣ −
√

n − 1
n

(||H(A)||2 −
|trH(A)|2

n
) ≥ 0.

that is ∣∣∣∣∣ trH(A)
n

∣∣∣∣∣2 ≥ n − 1
n

(||H(A)||2 −
|trH(A)|2

n
).

simplify this inequality, we can get

|trH(A)| >
√

n − 1||H(A)||.

then σn > 0, which indicates that the matrix A is nonsingular.

Similarly, by (7), we can also have

corollary 2 Let A = [ai j] be a complex matrix of order n, denote H(A) = (A + A∗)/2, and D is the same as theorem 2. If
|trH(DA)| >

√
n − 1||H(DA)||, then A is nonsingular.

3. Conclusion

In this paper,we get a lower bound of the smallest singular value of an arbitrarily matrix A by trH(A) and the Euclidean
norm of H(A), where H(A) = (A + A∗)/2 is the Hermitian part of A. This bound is different from the classical results
which require every diagonal entry must be ”big” enough. Numerical examples show the effectiveness of our results.
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