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Abstract

We study numerical approximations of solutions of a heat equation with nonlinear boundary conditions which produce
blow-up of the solutions. By a semidiscretization using a finite difference scheme in the space variable we get a system of
ordinary differential equations which is an approximation of the original problem. We obtain sufficient conditions which
guarantee the blow-up solution of this system in a finite time. We also show that this blow-up time converges to the
theoretical one when the mesh size goes to zero. We present some numerical results to illustrate certain point of our work.
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1. Introduction

In this paper, we study the behavior of a semidiscrete approximation of the following heat equation involving nonlinear
boundary flux conditions : 

ut = uxx, x ∈ (0, 1), t ∈ (0, T ),
ux(0, t) = up(0, t), ux(1, t) = uq(1, t), t ∈ (0,T ),
u(x, 0) = u0(x), x ∈ [0, 1],

(1)

where p, q are positive constants. The initial function u0 is a non-negative smooth function satisfying the compatibility
conditions u′0(0) = up

0 (0), u′0(1) = uq
0(1). Here (0,T ) is the maximum time interval on which the solution u of (1) exists.

The time T may be finite or infinite. When T is infinite, we affirm that the solution u exists globally. When T is finite, the
solution u develops a singularity in a finite time, no matter how smooth u0 is. Namely, we have

lim
t→T
∥u(·, t)∥∞ = +∞,

where ∥u(·, t)∥∞ = max0≤x≤1 |u(x, t)|. In this previous case, we affirm that the solution u blows up in a finite time and this
time is called the blow-up time of the solution u.

The theoretical study of blow-up of solutions for heat equations with nonlinear boundary conditions has been the subject
of investigations of many authors (Gomez, Márquez & Wolanski, 1991; Hu & Yin, 1994; Levine & Payne, 1974; Ozalp
& Selcusk, 2015; Wang & Wu, 2001; Yang & Zhou, 2016; and the references cited therein). In (Ozalp & Selcusk, 2015)
Ozalp and Selcuk show that under certain conditions, any positive solution of the problem (1) must blow up in a finite
time and the blow-up point occurs only at the boundary x = 1. In this paper, we are interested in the numerical study
using a semidiscrete scheme of (1). For previous study on numerical approximations of parabolic system with non-linear
boundary conditions we refer to (Abia, Lopez-Marcos & Martinez, 1996; Taha, Toure & Mensah, 2012; Toure, N’Guessan
& Diabate, 2015; Ushijima, 2000). In (Ushijima, 2000) Ushijima presents rather simple but general sufficient conditions
which guarantee that the blow-up time for the original equation is well approximated by that for approximate equations.
By using a theorem of Ushijima (Ushijima, 2000) and under certain conditions we show that any positive solution of
semidiscrete scheme of (1) blows up in a finite time and the semidiscrete blow-up time converges to the theoretical one
when the mesh size goes to zero.

The rest of the paper is organized as follows : in the next section, we present a semidiscrete scheme of the problem (1).
In Section 3, we give some properties concerning our semidiscrete scheme. In Section 4, under some conditions, we
prove that the solution of the semidiscrete scheme of (1) blows up in a finite time and this blow-up time converges to the
theoretical one when the mesh size goes to zero. Finally, in the last section, we give some numerical results to illustrate
our analysis.
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2. The Semidiscrete Problem

We introduce the following uniform mesh on the interval [0, 1]

xi = (i − 1)h, i = 1, . . . , I, h = 1/(I − 1).

We denote Uh = Uh(t) = (U1(t), . . . ,UI(t))T the values of the numerical approximation at the nodes xi at time t. For
semidiscretization of problem (1) we use a finite difference method and obtain the following system of ODEs :

dUi(t)
dt

=
Ui−1(t) − 2Ui(t) + Ui+1(t)

h2 , i = 2, . . . , I − 1, t > 0, (2)

dU1(t)
dt

=
2U2(t) − 2U1(t)

h2 −
2U p

1 (t)
h
, t > 0, (3)

dUI(t)
dt

=
2UI−1(t) − 2UI(t)

h2 +
2Uq

I (t)
h
, t > 0, (4)

Ui(0) = φi ≥ 0, i = 1, . . . , I, (5)

where φi+1 ≥ φi, 1 ≤ i ≤ I and

δ2Ui(t) =
Ui−1(t) − 2Ui(t) + Ui+1(t)

h2 , 2 ≤ i ≤ I − 1, t ∈ (0,Th),

δ2U1(t) =
2U2(t) − 2U1(t)

h2 −
2U p

1 (t)
h
, t ∈ (0,Th),

δ2UI(t) =
2UI−1(t) − 2UI(t)

h2 +
2Uq

I (t)
h
, t ∈ (0,Th).

Here (0,Th) is the maximum time interval on which ∥Uh(t)∥∞ is finite. When Th is finite, we affirm that the solution Uh

blows up in a finite time and the time Th is called the blow-up time of the solution Uh.

3. Properties of the Semidiscrete Scheme

In this section, we give some auxiliary results for the problem (1).

Definition 1 A function Vh ∈ C1((0,Th),RI) is a lower solution of (2)-(5) if

dVi(t)
dt
− Vi−1(t) − 2Vi(t) + Vi+1(t)

h2 ≤ 0, i = 2, . . . , I − 1, t > 0,

dV1(t)
dt

− 2V2(t) − 2V1(t)
h2 +

2V p
1 (t)
h
≤ 0, t > 0,

dVI(t)
dt
− 2VI−1(t) − 2VI(t)

h2 −
2Vq

I (t)
h
≤ 0, t > 0,

Vi(0) ≤ Ui(0), i = 1, . . . , I,

where Uh = (U1, . . . ,UI)T is solution of (2)-(5). On the other hand, we say that Vh ∈ C1((0,Th),RI) is an upper solution
of (2)-(5) if these inequalities are reversed.

lemma 2 Let Wh,Vh ∈ C1((0,Th),RI) be lower and upper solutions of (2)-(5) respectively, then

Wh(t) ≤ Vh(t), ∀t ∈ (0,Th).

Proof Let us define the vector Zh(t) = (Vh(t) −Wh(t))eλt with λ a real. We have

dZi(t)
dt
− Zi−1(t) − 2Zi(t) + Zi+1(t)

h2 − λZi(t) ≥ 0, i = 2, . . . , I − 1, t ∈ (0,Th), (6)

dZ1(t)
dt
− 2Z2(t) − 2Z1(t)

h2 +

(
−λ + 2pζ p−1(t)

h

)
Z1(t) ≥ 0, t ∈ (0, Th), (7)
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dZI(t)
dt
− 2ZI−1(t) − 2ZI(t)

h2 +

(
−λ − 2qξq−1(t)

h

)
ZI(t) ≥ 0, t ∈ (0,Th), (8)

Zi(0) ≥ 0, i = 1, . . . , I, (9)

where ζ(t), ξ(t) lie, respectively, between V1(t) and W1(t), and between VI(t) and WI(t).

Denote m = min1≤i≤I,t∈[0,T0] Zi(t) where T0 ∈ (0,Th). Since for i ∈ {1, . . . , I}, Zi(t) is a continuous function in the compact
[0,T0], there exists i0 ∈ {1, . . . , I} such that m = Zi0 (ti0 ). Assume m < 0.

Taking λ negative such that

2pζ p−1(ti0 )
h

− λ > 0 and − 2qξq−1(ti0 )
h

− λ > 0.

If ti0 = 0, then Zi0 (0) < 0, which contradicts (9), hence ti0 , 0 ;

if 1 ≤ i0 ≤ I, we have

dZi0 (ti0 )
dt

= lim
k→0

Zi0 (ti0 ) − Zi0 (ti0 − k)
k

≤ 0,

Zi0−1(ti0 ) − 2Zi0 (ti0 ) + Zi0+1(ti0 )
h2 ≥ 0 i f 2 ≤ i0 ≤ I − 1,

2Zi0+1(ti0 ) − 2Zi0 (ti0 )
h2 ≥ 0 i f i0 = 1,

2Zi0−1(ti0 ) − 2Zi0 (ti0 )
h2 ≥ 0 i f i0 = I.

Moreover by a straightforward computation we get

dZi0 (ti0 )
dt

− Zi0−1(ti0 ) − 2Zi0 (ti0 ) + Zi0+1(ti0 )
h2 − λZi0 (ti0 ) < 0,

dZ1(ti0 )
dt

− 2Z2(ti0 ) − 2Z1(ti0 )
h2 +

(
2pζ p−1(ti0 )

h
− λ

)
Z1(ti0 ) < 0,

dZI−1(ti0 )
dt

− 2ZI−1(ti0 ) − 2ZI(ti0 )
h2 +

(
−2qξq−1(ti0 )

h
− λ

)
ZI(ti0 ) < 0,

but these inequalities contradict (6)-(8) and the proof is complete.

The results of the next lemma are analogue to those of continuous problem.

lemma 3 Let Uh ∈ C1((0,Th),RI) be solution of (2)-(5) with φi ≥ 0 such that δ2φi ≥ 0 and φi+1 > φi, for i = 1, . . . , I − 1.
Then we have

(i) Ui(t) ≥ 0 and Ui(t) ≥ φi, i = 1, . . . , I, t ∈ (0,Th) ;

(ii) Ui+1(t) > Ui(t), i = 1, . . . , I − 1, t ∈ (0,Th) ;

(iii)
dUi(t)

dt
> 0, i = 1, . . . , I, t ∈ (0,Th).

Proof

(i)
d
dt
φi − δ2φi ≤ 0, i = 1, . . . , I, hence φh is a lower solution of (2)-(5). According to the lemma 2 we have

Ui(t) ≥ φi ≥ 0, f or i = 1, . . . , I, t ∈ (0,Th).
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(ii) Let t0 be the first t > 0, such that Ki(t) = Ui+1(t)−Ui(t) > 0, for 1 ≤ i ≤ I−1, but Ki0 (t0) = Ui0+1(t0)−Ui0 (t0) = 0 for
a certain i0 ∈ {1, ..., I − 1}. Without lost of generality, we can suppose that i0 is the smallest integer which satisfies
the above equality. We have

dKi0 (t0)
dt

= lim
ϵ→0

Ki0 (t0) − Ki0 (t0 − ϵ)
ϵ

≤ 0,

Ki0+1(t0) − 2Ki0 (t0) + Ki0−1(t0)
h2 > 0 i f 2 ≤ i0 ≤ I − 2,

Ki0+1(t0) − 3Ki0 (t0)
h2 > 0 i f i0 = 1,

−3Ki0 (t0) + Ki0−1(t0)
h2 > 0 i f i0 = I − 1,

which implies that
dKi0 (t0)

dt
− Ki0+1(t0) − 2Ki0 (t0) + Ki0−1(t0)

h2 < 0 i f 2 ≤ i0 ≤ I − 2,

dKi0 (t0)
dt

− Ki0+1(t0) − 3Ki0 (t0)
h2 −

2U p
i0

(t)

h
< 0 i f i0 = 1,

dKi0 (t0)
dt

− −3Ki0 (t0) + Ki0−1(t0)
h2 −

2Uq
i0+1(t)

h
< 0 i f i0 = I − 1,

but these contradict (2)-(4) and we obtain the desired result.

(iii) Denote Zi(t) = Ui(t + ε) − Ui(t), i = 1, . . . , I, using (i) we obtain Zi(0) ≥ 0.

A straightforward calculation yields

dZi(t)
dt
=

Zi−1(t) − 2Zi(t) + Zi+1(t)
h2 , 2 ≤ i ≤ I − 1, t ∈ (0,Th),

dZ1(t)
dt

=
2Z2(t) − 2Z1(t)

h2 − 2pηp−1(t)Z1(t)
h

, t ∈ (0,Th),

dZI(t)
dt
=

2ZI−1(t) − 2ZI(t)
h2 +

2qξq−1(t)ZI(t)
h

, t ∈ (0,Th),

Zi(0) ≥ 0, i = 1, . . . , I,

where η(t), ξ(t) lie, respectively, between U1(t+ε) and U1(t) and between UI(t+ε) and UI(t). Below inequality can easily
be proved in a manner similar to that of lemma 2

Zi(t) ≥ 0, i = 1, . . . , I,∀t ∈ (0,Th).

This fact implies the desired result.

The next theorem establishes that for each fixed time interval [0,T ∗] where the solution u of (1) is defined, the solution of
the semidiscrete problem (2)-(5) approximates u, as h → 0. This theorem will be used in the study of the convergence of
the blow-up time of the semidiscrete problem.
Theorem 4 Assume that the problem (1) has a solution u ∈ C4,1 ([0, 1] × [0,T ∗]) and the initial condition φh at (5) verifies

∥φh − uh(0)∥∞ = o(1), h→ 0, (10)

where uh(t) = (u(x1, t), . . . , u(xI , t))T . Then, for h small enough, the semidiscrete problem (2)-(5) has a unique solution
Uh ∈ C1

(
[0,T ∗],RI

)
such that

max
t∈[0,T ∗]

∥Uh(t) − uh(t)∥∞ = O(∥φh − uh(0)∥∞ + h2), as h→ 0. (11)

Proof. Let σ > 0 be such that
∥u∥∞ < σ, t ∈ [0, T ∗].

122



http://jmr.ccsenet.org Journal of Mathematics Research Vol. 10, No. 5; 2018

Then the problem (2)-(5) has for each h, a unique solution Uh ∈ C1
(
[0,T ∗],RI

)
. Let t(h) ≤ T ∗ be the greatest value of

t > 0 such that

∥Uh(t) − uh(t)∥∞ < 1. (12)

The relation (10) implies t(h) > 0 for h small enough. Using the triangle inequality, we obtain

∥Uh(t)∥∞ ≤ ∥Uh(t) − uh(t)∥∞ + ∥u(·, t)∥∞, f or t ∈ (0, t(h)),

which implies that
∥Uh(t)∥∞ ≤ 1 + σ, f or t ∈ (0, t(h)).

Let eh(t) = Uh(t) − uh(t), ∀t ∈ [0, T ∗] be the discretization error and let Wh ∈ C1
(
[0,T ∗],RI

)
be such that

Wi(t) =
(
∥φh − uh(0)∥∞ + Mh2

)
e(M+1)t, i = 1, . . . , I, ∀t ∈ [0,T ∗], with M a positive constant. We can prove by the lemma

2 that
|ei(t)| < Wi(t), 1 ≤ i ≤ I, f or t ∈ (0, t(h)).

We deduce that
∥Uh(t) − uh(t)∥∞ ≤

(
∥φh − uh(0)∥∞ + Mh2

)
e(M+1)t, f or t ∈ (0, t(h)).

Suppose that T ∗ > t(h) from 12, we obtain

1 = ∥Uh(t(h)) − uh(t(h))∥∞ ≤
(
∥φh − uh(0)∥∞ + Mh2

)
e(M+1)t.

Since the term on the right hand side of the above inequality goes to zero as h tends to zero, we deduce that, 1 ≤ 0, which
is impossible. Hence we have t(h) = T ∗, and the proof is complete.

4. Numerical Blow-Up

In this section, under some assumptions, we show that for each solution of (1) with a nonnegative initial data, there exists
a unique solution of the semidiscrete problem (2)-(5) which blows up in finite time and this time converges to the real one
when the mesh size goes to zero. For this fact, we show that the hypothesis of the Theorem 1.4 in (Ushijima, 2000) are
satisfied.

Step 1 (blow-up of Uh). Suppose that there exists a unique local solution u of problem (1) which blow up in finite time T
for an initial data u0. Assume that the hypothesis of the Theorem 4 hold.

Then, for h small enough, the semidiscrete problem (2)-(5) has a unique solution Uh ∈ C1
(
[0,T ∗],RI

)
with T ∗ < T . For

the following we define the energy I by

I[u](t) =
1
2

∫ 1

0
|ux|2dx − 1

q + 1
uq+1(1, t) +

1
p + 1

up+1(0, t), ∀t ∈ [0, T ). (13)

The derivative I[u](t) is given by

dI[u](t)
dt

= −
∫ 1

0
(ut(x, t))2dx < 0, ∀t ∈ [0,T ). (14)

Introduce a function J as follows

J(t) =
∫ 1

0
(u(x, t))2dx, ∀t ∈ [0,T ). (15)

Then we have

dJ(t)
dt
= −4I[u](t) +

2(q − 1)
q + 1

uq+1(1, t) − 2(p − 1)
p + 1

up+1(0, t), ∀t ∈ [0,T ).

As a consequence of (14) we obtain the following inequality

dJ(t)
dt
≥ −4I[u0] +

2(q − 1)
q + 1

uq+1(1, t) − 2(p − 1)
p + 1

up+1(0, t), ∀t ∈ [0,T ). (16)

Set H(t) = −4I[u0] +
2(q − 1)

q + 1
uq+1(1, t) − γ, ∀t ∈ [0, T ), where

γ = sup
{

2(p − 1)
p + 1

up+1(0, t) : t ∈ [0,T ]
}
, since u(0, ·) is continuous function in [0, T ]. We deduce that

dJ(t)
dt
≥ H(t),
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∀t ∈ [0,T ), and lim
t→T

H(t) = ∞ since the blow-up point of u is x = 1.

Hence the condition (b′) of (Ushijima, 2000) is checked. Now we denote by

Ih[Uh](t) = h
I−1∑
i=1

(
1
h

(Ui+1(t) − Ui(t))
)2

+
1

p + 1
U p+1

1 (t) − 1
q + 1

Uq+1
I (t), (17)

Jh(t) = h
I∑

i=1

U2
i (t), (18)

and
Hh(t) = −Ih[Uh](0) +

2(q − 1)
q + 1

Uq+1
I (t) − γ

numerical approximations of I, J and H, respectively.

By the Theorem 4 it is easy to see that the condition (A2′) of (Ushijima, 2000) holds. Namely, for any ε > 0,

lim
h→0

sup
t∈[0,T−ε]

|J(t) − Jh(t)| = 0 and lim
h→0

sup
t∈[0,T−ε]

|H(t) − Hh(t)| = 0.

Remark that

2(q − 1)
q + 1

uq+1(1, t) = 2(q − 1)
∫ 1

0
uq(x, t)ux(x, t)dx +

2(q − 1)
q + 1

uq+1(0, t).

According to (16), we obtain

dJ(t)
dt
≥ −4I[u0] + 2(q − 1)

∫ 1

0
(u(x, t))qux(x, t)dx +

2(q − 1)
q + 1

uq+1(0, t) − 2(p − 1)
p + 1

up+1(0, t).

When we assume that the initial data satisfies,
uxx(x, 0) ≥ 0,

we have ut > 0 in (0, 1) × (0,T ) (see Ozalp, & Selcusk, 2015), which implies that ux is monotone increasing. Thus, we
obtain

dJ(t)
dt
≥ −4I[u0] + 2(q − 1)ux(0, t)

∫ 1

0
(u(x, t))qdx +

2(q − 1)
q + 1

uq+1(0, t) − 2(p − 1)
p + 1

up+1(0, t),

hence

dJ(t)
dt
≥ β

∫ 1

0
(u(x, t))qdx + α + Γ,

where α = min{−4I[u0],−4Ih[φh]}, Γ = min{Γ1,Γ2}, β = 2(q − 1) min {ux(0, t) : t ∈ [0,T ]} , with

Γ1 = inf
{

2(q − 1)
q + 1

uq+1(0, t) − 2(p − 1)
p + 1

up+1(0, t) : t ∈ [0,T ]
}
,

Γ2 = inf
{

2(q − 1)
q + 1

Uq+1
1 (t) − 2(p − 1)

p + 1
U p+1

1 (0, t) : t ∈ [0, T ]
}
,

and

Ih[φh] = h
I−1∑
i=1

(
1
h

(Ui+1(0) − Ui(0))
)2

+
1

p + 1
U p+1

1 (0) − 1
q + 1

Uq+1
I (0).

By Jensen’s inequality, we have

dJ(t)
dt
≥ β(J)

q
2 + α + Γ,
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with q > 2.

Let G(s) = β(s)
q
2 + α + Γ.

Therefore it exists R such that


G(s) > 0, ∀s > R∫ ∞

R

ds
G(s)

< +∞, ∀q > 2.

A straightforward calculation yields us the following inequality

dJh(t)
dt

≥ G(Jh).

We can see that Jh is a C1 function satisfying the inequality (I1) of (Ushijima, 2000).
The hypothesis (b′), (I1) and (A2′) guarantee the blow-up of the solution Uh of (2)-(5) in finite time Th.

Step 2 (Convergence of blow-up time). From (17) we have

dIh[Uh](t)
dt

= −h
2

(U′1(t))2 − h
I−1∑
i=2

(U′i (t))
2 − h

2
(U′I(t))

2 ≤ 0,

and
dHh(t)

dt
= 2(q − 1)Uq

I (t)
dUI(t)

dt
.

A simple computation gives
dJh(t)

dt
≥ Hh(t).

dHh(t)
dt

≥ 0, according to Lemma 3.

It is easy to see that the hypothesis (I1′) in (Ushijima, 2000) is satisfies.

By virtue of Theorem 1.4 in (Ushijima, 2000), the results are obtained as desired.

5. Numerical Simulation

In this section, we present some numerical approximations to the blow-up time of (2)-(5) for the initial data φi = (i − 1)h,
i = 1, . . . , I, lower solution of (2)-(5) with different values of q and p, where q ≥ 3 and q ≥ p. Here the numerical
results are given by the algorithm proposed by C. Hirota and K. Ozawa (Hirota & Ozawa, 2006), we briefly present this
algorithm. Consider the system of ODEs (2)-(5). We consider the variables t and Ui as functions of the arc length s. Since
ds2 = dt2 + dU2

1 + · · · + dU2
I , the variables t(s) and Ui(s) satisfy the system of differential equations

dt
ds
=

1√
1 +

∑I
i=1 f 2

i

,

dUi

ds
=

fi√
1 +

∑I
i=1 f 2

i

, i = 1, . . . , I,

t(0) = 0, Ui(0) = φi ≥ 0, i = 1, . . . , I,

(19)

where 0 < s < ∞, and 

f1
...
...
...
fI


=

1
h2



−2 2 0 . . . 0

1 −2 1
. . .

...

0
. . .

. . .
. . . 0

...
. . . 1 −2 1

0 . . . 0 2 −2





U1
...
...
...

UI


+



− 2U p
1

h
0
...
0

2Uq
I

h


.

It is well known (Hirota & Ozawa, 2006) that
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lim
s→∞

t(s) = Th, and lim
s→∞
∥Uh(s)∥∞ = ∞.

For the numerical computation, let us define s = sl by sl = 216 · 2l (l = 0, 1, . . . , 12). For each value of l, we apply
DOP54 (see Hairer, Nørsett & Wanner, 1993) to system (19) and we get a linearly convergent sequence to the blow-up
time {t(k)

l }l+1
k=1. We also accelerate the sequence recursively by Aitken method’s :

t(k+1)
l+2 = t(k)

l+1 −
(t(k)

l+2 − t(k)
l+1)2

t(k)
l+2 − 2t(k)

l+1 + t(k)
l

, l ≥ 2k, k = 0, 1, 2, . . .

As in (Hirota & Ozawa, 2006), for our experiments we set RTOL = ATOL = 1.d-15 and ITOL=0. Where the parameters
RTOL and ATOL are the tolerances of the relative and absolute errors, respectively, and ITOL is used to choose the
manner in which the errors are controlled.

Tables and graphics : φi = (i − 1)h, i = 1, · · · , I
In the following tables, in rows, we present the numerical blow-up times Th, the numbers of iterations n, orders of the
approximations s corresponding to meshes of 16, 32, 64, 128, 256, 512, 1024. Approximation orders are calculated by

s =
log((T4h − T2h)/(T2h − Th))

log(2)
, where h = 1/(I − 1).

Remark 5. The various tables of our numerical results show that there is a relationship between the blow-up time and
the flow on the boundary. If we consider the problem (2)-(5) in the case where the initial data φ(x) = x and q = 3, we
observe from tables 1-3 that the numerical blow-up time is approximately equal to 0.3. When q = 4, we observe from
Tables 4-7 that the numerical blow-up time is approximately equal to 0.2. Thus we can said that when rise q we have an
acceleration of blow-up of the solution. On the other hand, when q is fixed and p is increased, we observe from tables 1-3
and 4-7 that there is a slight diminishes of the blow-up time. Also, from the tables we observe the convergence of blow-up
time Th of the solution of (2)-(5), since the rate of convergence is near 2. This result does not surprise us because of the
result established in the previous section.
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I Th n s
16 0.264970 12527 -
32 0.260386 15008 -
64 0.259024 19880 1.75
128 0.258625 31186 1.77
256 0.258510 53933 1.79
512 0.258477 114522 1.80
1024 0.258468 357602 1.87

Table 1. Numerical blow-up times,
number of iterations and order of the
approximations obtained for q = 3,
p = 3.

I Th n s
16 0.267491 12557 -
32 0.262877 15093 -
64 0.261506 20507 1.75
128 0.261106 31642 1.77
256 0.260990 54892 1.78
512 0.260957 116438 1.81
1024 0.260948 360972 1.87

Table 2. Numerical blow-up times,
number of iterations and order of the
approximations obtained for q = 3,
p = 2.

I Th n s
16 0.277556 12317 -
32 0.272857 14343 -
64 0.271467 18685 1.76
128 0.271061 28043 1.77
256 0.270944 50319 1.79
512 0.270911 117269 1.82
1024 0.270902 373244 1.87

Table 3. Numerical blow-up times,
number of iterations and order of the
approximations obtained for q = 3,
p = 1.

I Th n s
16 0.193186 8599 -
32 0.189180 10386 -
64 0.187970 14159 1.73
128 0.187613 21902 1.76
256 0.187509 38129 1.78
512 0.187479 83182 1.79
1024 0.187471 260478 1.91

Table 4. Numerical blow-up times,
number of iterations and order of the
approximations obtained for q = 4,
p = 4.

I Th n s
16 0.193469 8670 -
32 0.189455 10563 -
64 0.188243 14549 1.73
128 0.187885 22704 1.76
256 0.187781 39660 1.78
512 0.187752 84020 1.84
1024 0.187744 260848 1.86

Table 5. Numerical blow-up times,
number of iterations and order of the
approximations obtained for q = 4,
p = 3.

I Th n s
16 0.194600 8702 -
32 0.190565 10653 -
64 0.189347 14767 1.73
128 0.188989 23175 1.77
256 0.188885 40621 1.78
512 0.188855 85542 1.79
1024 0.188847 262486 1.91

Table 6. Numerical blow-up times,
number of iterations and order of the
approximations obtained for q = 4,
p = 2.

I Th n s
16 0.199975 8499 -
32 0.195868 9986 -
64 0.194633 13108 1.73
128 0.194270 19838 1.77
256 0.194165 36135 1.79
512 0.194135 84981 1.81
1024 0.194128 268863 2.10

Table 7. Numerical blow-up times,
number of iterations and order of the
approximations obtained for q = 4,
p = 1.

In the following, we also give a plot to illustrate our analysis. In the figure below, we can see that the numerical solution
blows up in a finite time at the last node.
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Figure 1. Evolution of the numerical solution for
I=128, p=1 and q=3

Figure 2. Evolution of the numerical solution for
I=128, p=3 and q=3
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