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Abstract 

The repeating testing has shown to increase the general proficiency level of the students. Metsämuuronen (2013) 
showed with an experimental study that the overall achievement level in a secondary language enhanced 
statistically significantly whit repeated testing design. Previously, Tuvling (1967) and Karpicke & Roediger 
(2008) showed with a laboratory experiment that remembering the material studied is the most efficient with 
repeated testing sessions rather than with repeated studying sessions. An explanation for this, given by Lasry, 
Levy and Tremblay (2008), is that the repeated testing leads to multiple traces to the memory, which optimizes 
recall. This study concentrates on the increase in the proficiency level in Vocabulary, Nominal structures and 
Verbal Morphology after the set of exhaustive testing sessions. It also reviles change in the proficiency levels of 
the students in these areas during the study process. The experimental group gained more than the control group 
in all areas though the difference is statistically significant only in the content of Vocabulary. The effect sizes are 
high (Cohen’s d > 1.0). In all areas of interest, the learning curve was of wide U-shape after the elementary 
period of studies. 
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1. Introduction 

Almost 60 years, from Miller (1956), Broadbent (1958) and Neisser (1967), the computational principles of 
human brains have interested the scientists. Intense research efforts have been targeted at revealing the 
organization of human memory systems (see Squire, 2009; Conway et al., 2005; Conway et al., 2003; Engle, 
2002; Poldrack & Packard, 2003; Baddeley; 2000) and development of language (see Jay, 2003; Harley, 2001; 
Whitney, 1998; Carrol, 1994).  

According to the basic theories of human mind (see Squire, 2009), the human long-term memory comes in two 
flavours: declarative and procedural (or non-declarative) memory. As the name suggests, declarative memory 
refers to things and facts that can be declared and explicitly stated by brought them to mind whereas the contents 
of the procedural memory cannot be put into words; this includes the motor- and cognitive skills and habits 
(Squire, 2009; Ullman, 2004; Poldrack & Packard, 2002). The declarative memory can be divided into semantic 
and episodic (or narrative) memory (see Bruner, 1986; 1990; 1996; Tulving, 1983). The semantic memory is 
thought to be independent of the personal history and the identity of the person whereas the episodic memory 
consists of a store of personal actions, memories, and happenings (Tulving, 1983). Further, an influential view 
claims that there are separate subsystems for phonological and visual-spatial short-term memory and that these 
form a part of the working memory system, which is needed for selecting, from the environment and long-term 
memory, information appropriate for fulfilling the person's current goal (Baddeley, 1998; for the theories of 
working memory, see Miyake & Shah, 1999).  

Cognitive psychologists have found several ways that the nature of memory encoding affects the later retention 
of memories. It has been noted that if the to-be-learned material is connected with previous knowledge of the 
topic and elaborated with imagery and stories rather than processed in a superficial way (for instance, 
concentrating on the letters of the words to be remembered), it will be retained better (Levels-of-processing view, 
Lockhart & Craik, 1990; Craik & Lockhart, 1972). These effects are, however, mediated by the sameness of the 
type of processing and encoding – practically speaking, if an association between words is encoded by rhyming 
the words, recall will be better following the rhyming task than a semantic task – and vice versa (transfer 
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appropriate processing, Morris, Bransford & Franks, 1977). It has been shown that, at the time of memory 
encoding, the context, that is, surroundings (Godden & Baddeley, 1975), physiological state (Eich, 1980), and 
mood (Eich & Metcalfe, 1989) affect the later recall.  

In spite of all these advances in memory research, a tacit assumption shared by all the views remains: learning is 
something that happens during the encoding phase while the tests at the recall phase are a passive way of probing 
what was learned earlier. Indeed, a basic doctrine of human learning and memory research is that suitably spaced 
repetition of material improves its retention (Cepeda et al., 2006). A quite interesting set of experiments of 
language learning (see the original study of Tulving, 1967 and a later replication of Roediger & Karpicke, 2006a; 
2006b; see also Karpicke & Roediger, 2008) showed with a laboratory experiment that remembering the material 
studied is the most efficient with repeated testing sessions rather than with repeated studying sessions. An 
explanation for this, given by Lasry, Levy and Tremblay (2008), is that the repeated testing leads to multiple 
traces to the memory, which optimizes recall. According to Lasry and colleagues their interpretation may lead to 
frequent in-class assessments in pedagogies such as Peer Instruction. While the idea is intriguing, it may be 
based on over interpreting the results underlying the multiple trace theory (Moscovitch & Nadel, 1998). 
Moscovitch & Nadel (1998) ground their theory in sound neuroscientific research but it should be noted that the 
results concern autobiographical (that is, episodic) memory and it is not at all clear whether they generalize to 
other forms of declarative memory.  

2. Testing Effect in Literature 

Metsämuuronen (2013) has intensively reviewed the literature of testing effect. The discussion is condensed here. 
In Section 2.1, the literature of testing effect related to laboratory settings is reviewed. In Section 2.2, the 
literature of testing effect related to classroom settings is focused. 

2.1 Testing Effect Related to the Laboratory Settings 

The phenomenon of improving performance by taking a test, that is, the testing effect, was studied already at the 
beginning of the 20th Century by Gates (1917) and Spitzer (1939). Since these pioneering studies, many 
laboratories have conducted experiments concerning the effect of testing. The basic tenet in the field was that 
learning occurs the most efficient way by using intensive study sessions. However, Tulving (1967) showed 
something radically new: the proportion of recalled words and the learning curves in different test groups were 
identical although the study group with repeated studying had studied six times more than the group of repeated 
testing. Later, Karpicke and Roediger (Roediger & Karpicke, 2006a; 2006b; Karpicke & Roediger, 2008) 
replicates the Tulving’s design and noted that the group with repeated testing recalled the words better than the 
other groups. Thus, they inferred that repeated testing optimized the retrieval from the memory. The latter result 
radically boosted the research on the topic (see Karpicke & Roediger 2010; Karpicke, Butler & Roediger, 2009; 
Karpicke, 2009; Chan, 2009; Carpenter, 2009; Kester & Tabbers, 2008; Chan & McDermott, 2007; Kang, 
McDermott & Roediger, 2007; Karpicke & Roediger, 2007; Chan, McDermott & Roediger, 2006). It has been 
showed that when the repeated tests are taken equally spaced, the long-term retention is promoted more than by 
using the gradually increasing spacing (Karpicke and Roediker, 2007; 2010; see opposite in Landauer & Bjork, 
1978). Sometimes the repeated testing can improve the later recall of even the non-tested material (Chan, 
McDermott & Roediger, 2006; Chan, 2009; see opposite in Anderson, Bjork, & Bjork, 1994). 

2.2 Testing Effect Related to the Classroom Settings 

Roediger and Karpicke (2006a) pointed out the challenge in the testing in the classroom settings: because of 
non-controlled motivation to learn, interest in course material, or amount of studying, it is not easy to conduct 
the inferences of the datasets. Nevertheless, many studies in various university courses have found a positive 
connection between the testing and external test results (see Metsämuuronen, 2013; Vojdanoska, Cranney & 
Newell, 2009; Cranney et al., 2009; Johnson & Mayer, 2009; McDaniel et al., 2007; Leeming, 2002). 
Bangert-Drowns, Kulik, and Kulik (1991) found, in their meta-analysis, that 83% of the studies showed a 
positive effect of frequent testing. More, the higher the number of tests the higher was the more difference 
between the groups. Gurung and Daniel (2006) showed that the supervised tests were related to better 
examination performance. Although the research literature on the testing effect is convincing, McDaniel and his 
colleagues (2007, see also Glover, 1989) lamented that the literature has been virtually ignored by the 
educational community.  

2.3 Static and Dynamic Tests 

Testing procedures are usually divided into two: static- and dynamic testing (see Sternberg & Grigorenko, 2001; 
2002; Grigorenko & Sternberg, 1998). In the static tests, the test-taker is not provided feedback about the 
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performance in the test. This strategy is used when the correct answers of the test items are important to kept 
unknown – like in IQ-tests or SAT type of tests. It is noteworthy that this procedure makes it possible to study 
pure testing effect. In the procedure of the dynamic tests, the test-takers are given the feedback so that they can 
make improvement in their latter test score. The procedure of the dynamic test is more usable when willing to 
teach the topic through testing; the incorrect answers are corrected, and the learning potential of the test-taker 
can be reviled. The test results in the final test are, naturally, better with dynamic testing than with static testing 
(see Vojdanoska, Cranney & Newell, 2009; Metcalfe, Kornell & Finn, 2009; Butler & Roediger, 2008; Butler, 
Karpicke & Roediger, 2008; 2007). It is noteworthy that this procedure does not make it possible to study pure 
testing effect.  

2.4 Views to the Second Language (L2) Acquisition from the Cognitive Psychology Viewpoint  

Learning a language is, in itself, a multifaceted phenomenon. The learner needs to acquire, on the one hand, new 
mappings between sound and meaning and, on the other hand, rules that govern combining these mappings. 
Ullman (2001) proposes a model according to which the sound-meaning mappings (mental lexicon) are stored in 
declarative memory while rules operating on this material are grounded in procedural memory. This model is 
called the declarative/procedural model of language processing.  

While the neural basis of second language (L2) acquisition is too broad a topic to be covered here with much 
detail, let it be mentioned that the declarative/procedural model can be used as a tool in understanding the 
relevant phenomena (Ullman 2005). Several testable hypotheses concerning second language acquisition can be 
derived from the model. For instance, learning L2 grammar or structures as an adult may be more difficult than 
the first language (L1) structures because the procedural system develops through certain critical periods that 
have already been passed. This forces the learner to initially store complex structural forms in declarative 
memory, while being later able to use procedural memory for grammatical processing. Even if learning the 
grammatical rules in L2 often proceeds rather slowly, it has been demonstrated that people learn the syntax of an 
artificial language rather quickly and that the brain signatures of artificial language syntactic violations closely 
resemble those of a natural language (Friederici, Steinhauer & Pfeifer, 2002).  

Another interesting, while similarly speculative, an option for interpreting the results of Karpicke & Roediger 
(2008) is to consider processes involved in modifying motor engrams and in turning a previously consolidated 
memory back into a labile state requiring later reconsolidation (Walker et al., 2003). In the study, the subjects 
learned the series of finger tappings, governed by a simple “grammar”. When a previously learned series was 
brought back to mind immediately prior to learning a new series, motor knowledge concerning the first series 
was seriously impaired when tested the following day. The authors propose an adaptive function for the 
phenomenon enabling the fine-tuning of previously learned motor sequences. They propose that “similar 
mechanisms may also contribute to the integration of episodic memories and the revision of semantic knowledge 
based on newly acquired information” (Walker et al., 2003, 619). What makes this observation especially 
interesting is the fact that the neural basis of memory consolidation and reconsolidation has been intensely 
investigated (see, for instance, McCaugh, 2000).  

Results such as these may have a role in grounding educational practices on the foundation provided by basic 
neuroscientific research. It may not matter which of these proposed interpretations for the results of Karpicke & 
Roediger (2008) is the correct one. The practical conclusion shared by all seems to be that we need to re-evaluate 
what would be the most effective ways to learn languages.  

3. Aim of the Study 

The main aim of the study is to reanalyse the dataset of Metsämuuronen (2013) from the viewpoint of three 
content areas of L2 learning: Vocabulary and Words (or, shorter, ‘Vocabulary’), Nominal structures, and Verbal 
morphology and to reveal which of the areas benefit most of the repeated testing. Another aim is to revile the 
profiles of proficiency levels of the students in Vocabulary, Nominal structures, and Verbal Morphology during 
the study process. 

4. Methods 

The same data is used here as in Metsämuuronen (2013). Hence, the same methodological choices are made in 
order to produce comparative results.  

4.1 Sample and Drop-Out 

Altogether 30 students of Biblical Hebrew in Helsinki University participated in the experiment at the second 
phase of their language studies. The students were randomized into two matched-pairs groups (n = 15+15) on the 
basis of their attitudes and proficiency levels in the pre-test. During the experiment of six weeks, some students 
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dropped from the experiment: two from the experiment group (EG) and eight from the control group (CG), 
because it was not possible to force the students to continue their studies. Except two drop-outs, the students in 
the EG were motivated of the testing process. Hence, when they were not able to come to the lesson they took 
the test on their own time or – in some cases – during the next study session. In CG, in contrast, there were 
several drop-outs of which the most, unfortunately, came either from the lowest- or the highest extreme of the 
proficiency scale. Thus, the remaining part of the CG (n = 7) were mainly in the middle range of the proficiency 
scale. Hence, seven matched pairs are reported. 

4.2 Design and Hypotheses 

The study design follows the classical procedure of pre-post-test design. An additional feature was two pre-tests 
during the first phase of the studies: one before any studies and one at the middle of the first period of studies 
(after three weeks). Another character of the study was the longitudinal approach to the learning and testing; the 
students were tested at every lesson.  

Both the CG and EG had the lessons the same way. The EG was tested with a ten-minute-test in the mid of each 
three-hour study session while the CG studied the course book. The testing was of a static type: no feedback was 
given to the students. Because of convincing previous results (see Metsämuuronen, 2013; Vojdanoska, Cranney 
& Newell, 2009; Johnson & Mayer, 2009; Cranney et al., 2009; Karpicke & Roediger, 2008; McDaniel et al., 
2007; Roediger & Karpicke, 2006a; 2006b; Leeming, 2002) the alternative hypothesis is kept one-sided: the gain 
score in the EG is higher than in the CG. 

4.3 Replacing the Missing Values 

In the long sequence of test scores, 12 missing values were replaced by using either linear- or non-linear 
modelling (see Fig. 3, for example). In most cases, the missing values were usually easy to model as the mean 
score for two tests (the one immediately before and after the missing test score).  

4.4 Items and Tests  

Altogether 218 items were used in the item calibration and test equation (see Section 4.5). The items covered the 
recognition of the transliterated Hebrew words and Hebrew letters (the elementary basics of the language) to the 
Verb’s morphology (see in detail Metsämuuronen, 2013, Table 3). The tests were constructed so that they were, 
practically speaking, in an order of increasing difficulty level. During the intervention, the number of items 
ranged from 16 to 32, reliabilities of the test scores ranged from 0.79 to 0.94, and the item-total correlations 
ranged from 0.43 to 0.60.  

4.5 Linking of the Tests, IRT Modelling and Equating 

All the tests were linked with each other by a set of linking items from the previous tests. The test scores were 
equated by using Item Response Theory (IRT) modelling (Rasch, 1960; Lord & Novick, 1968; Birnbaum 1968; 
Lord, 1980; Hambleton, 1982; 1993; of equating, see Béguin, 2000). IRT modelling is widely used in the large 
scale student assessment (such as in Trends in Mathematics and Science Study, TIMSS and Programme of 
International Student Assessment, PISA) and especially in the settings of language testing (see Verhelst, 2004; 
Kaftandjieva, 2004; Takala, 2009). Rasch modelling (Rasch, 1960) with OPLM software (Verhelst, Glas & 
Verstralen, 1995) was used in estimation. By using the IRT modeling, one estimates the latent ability of each 
student; the latent ability is symbolized by the Greek Theta ( and it follows the Standardized Normal 
distribution ranging usually from -4 to +4. An average student gains  = 0 and the lower the proficiency level the 
lower below zero the value of Theta is. Resulting from the procedure, the scores in each test are in the same scale 
and, hence, they are comparable.  

4.6 Analysis Methods 

There are two standard approaches to analyzing pre-post-test design: the procedure of Analysis of Covariance 
(ANCOVA) usually used with randomized experiments (see Miller & Chapman, 2001; Cribbie & Jamieson, 
2004) and the procedure of the Analysis of Variance (ANOVA) or t-test to analyze the gain score. Because of the 
reduced variance in CG, ANOVA approach (or practically, the t-test) was selected. However, because of small 
sample size, the main analysis tool was the non-parametric alternative for t-test, Mann-Whitney U test. The 
effect size was calculated two ways: primarily, Cohen’s d on the basis of t-value and the d for experimental 
studies (see Morris, 2008) as comparison to Cohen’s d:  
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where c refers to the CG, e refers to the EG, post refers to the post-test, pre refers to the pre-test, and x  and 
 refer to the mean and standard deviation in the groups.  

5. Results 

5.1 Differences in Gain Scores 

During the intervention, in all areas of interest in the study, EG gained notably more than CG (Fig. 1). The gain 
score is the highest in the sub-area of Words & Vocabulary (Mann-Whitney U: p = 0.064; t(12) = 1.93; p(one-tailed) = 
0.037; d = 1.01 or d = 1.12; Tables 1 and 2). On the basis of Eta Squared (2 = 0.24), the experiment explains 
24% of the difference in Words & Vocabulary, which is quite a high value. EG gains 0.89 standard units while, 
with the same lessons and with the same teacher though without the continuous testing, CG “gained” -0.54 
standard units. The latter means that the proficiency level in CG got, paradoxically, lower during the experiment. 
The reasons are discussed in what follows. As known also from Metsämuuronen (2013), the language 
proficiency level as a whole was statistically significantly higher in the EG than in the CG (Mann-Whitney U: p 
= 0.037, t(12) = 1.64; p(one-tailed) = 0.064; d = 0.95 or d = 1.11). 

It may be worth noting that the difference between the groups is not statistically significant in the sub-areas of 
Nominal structures and Verbal morphology. Thus, it seems that repeated testing has its main effect enhancing the 
retention of learning L2 vocabulary, but not necessarily of learning L2 structures. Naturally, with larger sample 
sizes the difference would have been statistically significant.  

 

 

Figure 1. Change in the proficiency level – Gain scores in the different sub-areas 

 

Table 1. Group statistics  

Whole 

test 

Nominal 

Structures 

Verbal 

Morphology 

Words & 

Vocabulary 

Group N Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

Pretest CG  7 1.8 0.59 2.1 1.55 2.0 1.33 2.2 1.94 

EG  7 1.6 0.94 1.6 1.09 1.0 1.03 1.6 0.89 

Posttest CG  7 1.7 0.87 1.7 1.23 1.5 0.79 1.6 1.29 

EG  7 2.4 0.77 1.9 1.06 1.5 0.92 2.5 0.43 
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Table 2. Test statistics for difference in the gain scores  

Mann-Whitney 

U 

Exact 

Sig. 

(1-tailed) t(12) 

Sig. 

(1-tailed)

d based  

on t 

d based  

on exp. 

formula 

Eta 

Squared

Whole test 10 0.037 1.64 0.064 0.95 1.11 0.18 

Nominal Structures 18 n.s. 0.79 n.s. 0.46 0.49 0.05 

Verbal Morphology 15 n.s. 1.20 n.s. 0.69 0.93 0.11 

Words & Vocabulary 12 0.064 1.93 0.039 1.12 1.01 0.24 

 

5.2 Longitudinal Profile of the Development of Proficiency 

The longitudinal change in the different subareas of language proficiency in the EG is shown in Figure 2. The 
graph may also explain the negative gaining in the proficiency in the CG – this is discussed below the graph. In 
Figure 2, the missing values in the profile at the beginning phase of the study are extrapolated in order to avoid 
the misleading time perspective between the preliminary tests (3 weeks) and the intervention tests (two tests per 
week). The curves of Nominal structures and Verbal morphology at the pre-test phase are estimated on the basis 
of the known curriculum in the language course. The curve of Words & Vocabulary followed mainly the curve of 
the Total mean because at the beginning phase the tests concentrated on this content area. 

 

 

Figure 2. Change of the proficiency level – profiles of the means in the experimental group 

 

Three points are raised from the longitudinal profiles of the students. First, Figure 2 demonstrates how the 
proficiency level raises dramatically during the first three weeks in the language course. During this time, the 
unfamiliar letters, the most frequent words, and basic structures of the language are learnt. During the next three 
weeks, the proficiency level does not raise much – if at all – though it stays at the level reached. The experiment 
started at the second period of the course. The peak point of the achievement seems to be at the beginning of the 
period (Tests 4. and 5.). After this, the proficiency level, in all content areas, declines mildly though gradually 
until 7th test. This can be explained by the fact that the experimental phase consisted of lots of verb morphology 
and, hence, lots of new words. Hence, there were more specifics to remember compared with the earlier period. 

Pre‐test phase    Experimental phase   
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It is easy to understand that the structures, verb morphologies, suffixes, and words, confuses the students at this 
phase. It seems evident and understandable that the students forgot some of the words, structures and verb 
morphologies learnt in the first period. Hence, the decline in proficiency.  

Second, the proficiency levels of all content areas start to incline in the middle of the intervention. In the EG it 
appears to rise higher than in the CG. It seems that the repeated testing sessions helped the EG to gain the peak 
level again – and to go further. Assumingly, the profiles of the proficiency in the CG followed similar patterns as 
they were in the EG. If so, it seems that without the intervention (repeated testing), and thus lack of drilling the 
Vocabulary, Nominal structures and Verb morphology, the CG gained negatively: the proficiency level, most 
probably, in the CG increased as it did in the EG but not as steep or as fast. It is somewhat interesting that, in all 
the tests, the proficiency level of Nominal structures is practically higher than Vocabulary or Verbal morphology. 
This is somewhat more interesting when knowing that in the course the Vocabulary is learnt longer than Nominal 
structures. However, at the end of the intervention, the proficiency level of Vocabulary supersedes both Nominal 
structures and Verbal morphology. 

Third, on the basis of the U-shape curve of the learning, one can speculate of the decline of the proficiency level. 
On the basis of the data, it is obvious that in some cases, during the process of learning a language, the ability 
level can sink within two weeks from the standard point +2.8 to –4.0, that is, practically no correct answers in the 
test, (see Fig. 3) and still rise up again. It is worth noting that, in the case in Figure 3, the proficiency level in 
Verbal structures seems to sink the most and in the Nominal structures the least. This can be explained by the 
fact the Nominal structures were drilled through the previous lessons but the Verbal structures were just started 
when the experiment began. Hence the proficiency in Verbal structures was very thin in any case.  

 

 

Figure 3. Change of the proficiency level – profiles of the scores of an example case 

 
6. Discussion 

On the basis of the results, it seems evident that the repeated testing sessions affected the students to raise their 
language proficiency level, in all areas studied, more than without the repeated testing sessions. Though the 
groups in the intervention are small, the effect sizes are high (in all areas, d > 1.0 or d > 1.5). The enhanced 
performance in the real life study settings, because of repeated testing, was supported by the experiment as 
suggested also by Metsämuuronen (2013), Vojdanoska, Cranney and Newell (2009), Cranney et al. (2009), 
Johnson & Mayer (2009), McDaniel et al. (2007), Leeming (2002), and Bangert-Drowns, Kulik and Kulik 
(1991). The routine of repeated testing may raise the proficiency level in L2 performance, especially the 
proficiency in words and vocabulary. This may be valuable information because without vocabulary it is difficult 
to think that there would be much reading, writing or oral skills. The obvious reason may be that the words and 
vocabulary are strictly related also to the structures of the language; whenever testing the structures of the 
language related vocabulary is used. Hence, the Vocabulary is repeated more than the structural matters within 
the testing process. Maybe, if the experiment was longer than six weeks, the results might have been seen also in 
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other areas, too. 

Another result, also interesting, is that the learning curves in all the areas in the study follow wide U shapes, after 
the very elementary phase of the studies. The U-shape is well-known, though not very widely discussed, 
phenomenon in the learning process. It is known in learning as general (e.g., Gershkoff-Stowe & Thelen, 2004), 
the development of intuition by level of expertise (e.g., Baylor 2001), in mathematics learning (McNeil 2007), 
arts learning and symbolization (e.g., Davis 1997a; 1997b; Haanstra, Damen & van Hoorn, 2011), and 
specifically, in the language learning from the cognition and cognitive science viewpoint (e.g., Plunkett & 
Marchman, 1991; 1993; Marcus, 1995; Taatgen & Anderson, 2002; Ramscar & Yarlet, 2007). The ultimate 
explanations for the phenomenon are not discussed here. However, it seems, on the basis of Metsämuuronen 
(2013) and the results of this study, that the repeated testing lowers the deepness of the U-curve.  

As discussed by Metsämuuronen (2013), the longitudinal U-profile of the development of the latent abilities in 
the EG hints that the repeated testing may include three mechanisms in raising the proficiency level. First, it is 
possible that the learning curves in the control group sink deeper because of the lack of intensive testing and thus, 
of the lack of multiple traces to the memory (see Lasry, Levy and Tremblay, 2008; Karpicke & Roediger, 2008). 
This can mean that the tested students, confused with new prefixes and suffixes, similarly appearing new words, 
and endless lists of verb morphologies, keep the level of ability higher than their fellow students because of the 
intensive testing sessions. Another option is that both the groups sink similarly low, but the proficiencies in the 
experimental group increase radically faster than those of the control group. This means that, at the lowest point 
of the U-curve, both groups are in the same confuse of the specialties of the language, but the students with 
repeated testing sessions find their way up steeper than those students without the intensive testing sessions. The 
design does not allow the much deeper analysis of the mechanisms than speculations only. Third option is that 
both these work simultaneously: the students with intensive testing do not sink as low and they rise faster than 
their peer students. 

Third results, confirming the results of Metsämuuronen (2013), is that for some cases, the thin mastery of a 
language may sink within two weeks to the starting level even after several weeks of practice. Especially steep 
seems to be the sinking in Verbal structures where, in some cases, the reduction of proficiency may be from +3 
standard units to -4 standard units within two weeks. Practically speaking, some students were able to solve all 
the problems related to Verbal morphology at the beginning of the experiment and after two weeks they were not 
able to solve even one of those. 

The study carries the same limitations as Metsämuuronen study (2013): the small study group where even one 
case has an impact on the output and the real life setting where the study behavior or motivation to learn, for 
example, cannot be controlled.  
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