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Abstract

Sometimes, it is not feasible to fully replicate the experimental units. When this happen, there is need for optimal
replication of the experimental units to avoid bias. The prediction variance of two variations of the partially
replicated central composite design (replicated cube plus one star and one cube plus replicated star) are compared
using the quantile plots. These plots provide information about the prediction variance distribution on a sphere
for comprehensive evaluation of the quality of the prediction variance. For face-centred (α = 1) and rotatable
(α = F

1
4 ) central composite designs, the prediction variance of the one cube plus replicated star perform better

than the replicated cube plus one star. Unlike the replicated cube plus one star, the quantile plots of the scaled
prediction variance of the one cube plus replicated star depict near rotatability.
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1. Introduction

Replication is one of the three basic principles of experimental design. Contextually, it implies independent repeti-
tion of each combination of factor levels. It helps to obtain accurate estimates of experimental errors and the effects
of the input variables on the response variable(s). The analysis of such experiments have been described by many
authors; see, for example, Montgomery (2012), Dean and Voss (1999), Atkinson and Donev (1992). Sometimes, it
is not feasible to replicate each unique combination of factor levels. The number of experimental runs required can
outgrow the resources of most experiments. An estimate of the experimental error can still be obtained by replicat-
ing only some points in an experimental design. This is referred to as partial replication. However, possible bias
that may be introduced by selectively replicating partially must be addressed. Replicating only the runs that are
most easily repeated may lead to inadvertently choosing the combinations of factor levels that may produce very
little (or too much) random variability. This of course, poses a problem for the experimenter in choosing the points
to replicate and the points not to replicate in a given design. In this work we are interested in central composite
design (ccd), which is perhaps the most popular class of second order designs that is practically useful. A ccd com-
prises of a factorial part, F consisting of units of 2k−q(q ≥ 0) of at least resolution V (a situation where the main
effects and two-factor interactions are not aliased with any other main effects or two-factor interactions) with each
point replicated nF times, which is usually called the cube. The levels of the factors are coded (±1,±1); an axial
part consisting of 2k units on the axis of each factor at a distance,α, from the centre of the design, [(±α, 0), (0,±α)]
usually called the star, with each point replicated nα times and n0 replication of the centre points,(0, 0, . . . , 0); all
of which give a total of: N = nF2k−q + nα2k + n0, (Draper, 1982). α values are chosen based on some design
restrictions such as rotatability, slope-rotatability; see for example, Hader and Park (1978). Often in design com-
parison, single value design optimality criteria are used, see, for example Lucas (1976). Chigbu and Ohaegbulam
(2011) and Nduka and Chigbu (2014) compared two variations of the partially replicated orthogonal and rotatable
ccd using D− optimality criteria and Schur ordering for 2 to 5 input variables. The variations are the replicated
cube plus one star and the replicated star plus one cube. Their results show that replicated cubes are preferred to
replicated stars. Also, designs can be compared by evaluating the prediction variances throughout the experimental
region. In comparing the prediction capabilities of some response surface designs , the Variance Dispersion Graph
(VDG) proposed by Giovannitti-Jensen and Myers (1989) has been used; see, for example, Borkowski(1995), Li,
Liang, Borror, Anderson-Cook and Montgomery (2009). Ukaegbu and Chigbu (2015) used the VDG and Fraction
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of Design Space (FDS) to compare the prediction variances of partially replicated ccd in cuboidal region and
conclude that the replicated star is economically feasible than the replicated cube. VDG does not provide enough
information on the effect of design on the prediction variance, hence, Khuri, Kim and Um (1996) proposed a
method for describing the distribution of the predicted variances on a given sphere in terms of its quantiles. Unlike
the VDG, the quantile plots provide information not limited to the maxima and minima of distribution of the
predicted variances. In this work, we shall use the quantile plots to compare two variations of a partially replicated
N−point ccd. The variations are the replicated cube plus one star and the one cube plus replicated star.

2. Method

2.1 Prediction Variance

Consider a second order model in k variables of interest, x1, x2, . . . , xk

y(x) = β0 +

k∑
i=1

βixi +

k∑
i=1

βiix2
i +
∑
i<

∑
j

βi jxix j + e (1)

which can be written as
y(x) = f ′(x)β (2)

The fitted model of ( 1 ) can be expressed as

ŷ(x) = β̂0 +

k∑
i=1

β̂ixi +

k∑
i=1

β̂iix2
i +
∑
i<

∑
j

β̂i jxix j (3)

or
ŷ(x) = f ′(x)β̂ (4)

where , x = (x1, x2, . . . , xk), f ′(x) = (1, x1, x2, . . . , xk, x2
1, x

2
2, . . . , x

2
k , x1x2, x1x3, . . . , xk−1xk) and β is an m × 1 vector

of constant coefficients. The least square estimator of β is given by

β̂ = (X′X)−1X′y (5)

X is an N × m matrix of rank m and y is the vector of response values. The variance-covariance matrix of β is

Var(β̂) = (X′X)−1σ2 (6)

σ2 denotes the variance of e. The variance of the predicted value or the prediction variance is

Var[ŷ(x)] = σ2 f ′(x)(X′X)−1 f (x) (7)

In comparing design of different sizes, it is convenient to scale the prediction variance, see Atkinson and Donev
(1992), Myers, Montgomery and Anderson-Cook (2009). Hence the scaled prediction variance (SPV) is expressed
as

η(x) =
N
σ2 Var[ŷ(x)] (8)

η(x) = N f ′(x)(X′X)−1 f (x) (9)

If the value of η(x), which of course depends on the points, x1, x2, . . . , xk, is a function, only of the distance from
the centre of the design, the design is said to be rotatable. In other words, a rotatable design is one for which
the quality of the estimator, ŷ and Var[ŷ(x)] are the same for two points that are of the same distance from the
design centre. When we have no prior knowledge of the location of the optimum in an experimental region and the
direction to take for improvement, it makes sense to use a design that provides equal precision of estimation in all
directions. For a rotatable central composite design, α = F

1
4 , ( see Myers, 1971).
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2.2 Review of the Quantiles of SPV

We shall briefly review the method of evaluating the quantiles of SPV of response surface designs as proposed by
Khuri, Kim & Um (1996). Estimates of the quantiles of η(x) in ( 8 ) on a sphere, S (r)

S (r) =

x :
k∑

i=1

x2
i

 (10)

of radius r inside a region of interest, R can be obtained by randomly selecting a large number of points on S (r),
then obtaining the value of η(x) at each of these points. The random selection of points is achieved by using
spherical coordinates. Any point x = (x1, x2, . . . , xk) on S (r) can be represented using k − 1 independent spherical
coordinates θ1, θ2, . . . , θk−1 such that

x1 = r cos θ1,

x2 = r sin θ1, cos θ2,

x3 = r sin θ1, sin θ2, cos θ3,

...

xk−2 = r sin θ1, sin θ2, . . . , sin θk−3 cos θk−2,

xk−1 = r sin θ1, sin θ2, . . . , sin θk−3 sin θk−2 cos θk−1,

xk = r sin θ1, sin θ2, . . . , sin θk−3 sin θk−2 sin θk−1,

where 0 ≤ θ1 ≤ θ2 ≤ π, . . . , 0 ≤ θk−2 ≤ π, 0 ≤ θk−1 ≤ 2π (see, for example Edwards, 1973). Values
of θ1, θ2, . . . , θk−2, θk−1 are randomly selected from independent uniform distribution such that θi ∼ U(0, π), i =
1, 2, . . . , k − 2; θk−1 ∼ U(0, 2π). For chosen r, we obtain x1, x2, . . . , xk which are used to evaluate η(x). A large
number of points are chosen in this manner to obtain a sample, H(r) consisting of SPV values on S (r). Then the
quantiles of H(r) are obtained. Plots of the Quantiles of H(r) versus p, can be obtained for any value of r within
the region R. The first quartile (p = 0.25), the median (p = 0.50), the third quartile (p = 0.75) and so on can be
obtained from the plots. Also, using this method the prediction variance properties of more than one design can
be compared by superimposing their respective quantiles of H(r) for each value of r inside R . This is called the
combined quantile plots. We shall use the combined quantile plots in comparing the different variations of the ccd.

2.3 Quantiles of the Variations of Partially Replicated ccd

For the preference of replicating the cube to star points of the ccd, we shall consider the following variations; see
Nduka & Chigbu (2014)

one cube plus two replicated stars, nα = 2

two replicated cubes plus one star, nF = 2

one cube plus three replicated stars, nα = 3

three replicated cubes plus one star, nF = 3

one cube plus four replicated stars, nα = 4

four replicated cubes plus one star, nF = 4

Consider using the ccd to fit ( 1 ). The fitted model is shown in ( 3 ). The quantiles of the SPV values of each
variation are considered for k = 2, 3, 4 and α = 1. At α = F

1
4 , each variation is considered for k = 3. Also,

for each k,10 000 points are randomly generated from uniform distribution on S (r) by using θi ∼ U(0, π), and
θk−1 ∼ U(0, 2π). Then we obtain the plot of the quantiles of H(r) versus p for the aforementioned variations. For
illustrations, values of r are selected for each k and the combined plots for the variations are shown in figures 1-4.
We used MATLAB to generate uniform random numbers, obtain SPV’s, the quantiles of H(r) and the combined
quantile plots. MATLAB is powerful and efficient in handling matrices and graphics.

3. Results

3.1 Prediction Variance of the Partially Replicated ccd at α = 1

57



www.ccsenet.org/ijsp International Journal of Statistics and Probability Vol. 4, No. 2; 2015

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
2.5

3

3.5

4

4.5

5

5.5
r=0.5

p

Q
u
a
n
ti
le

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
2.5

3

3.5

4

4.5

5

5.5
r=0.7

p

Q
u
a
n
ti
le

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
2

4

6

8

10

12
r=1.1

p

Q
u
a
n
ti
le

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
5

10

15

20

25

30
r=1.4

p

Q
u
a
n
ti
le

2RC 2RS 3RC 3RS 4RC 4RS

Figure 1. Combined quantile plots of replicated cubes plus one star and the replicated stars plus one cube for k =
2: RC implies replicated cube plus one star. RS implies one cube plus replicated star.
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Figure 2. Combined quantile plots of replicated cube plus one star and the one cube plus replicated star for k = 3
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Figure 3. Combined quantile plots of replicated cube plus one star and the one cube plus replicated star for k = 4
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Figure 4. Combined quantile plots of replicated cube plus one star and the one cube plus replicated star for k = 3
anb α = 1.682

When k = 2, the combined quantile plots (figure 1) show that one cube plus two replicated star nα = 2 has lower
quantile values than the two replicated cubes plus one star nF = 2 for r = 0.5 and 0.7. For r = 1.1 and 1.4, nF = 2,
nF = 3 and nF = 4 have lower quantile values than nα = 2, nα = 3 and nα = 4 respectively for p ≤ 0.4. But for
p > 0.4, nα = 2, nα = 3 and nα = 4 perform better than nF = 2, nF = 3 and nF = 4 respectively. Also, the plots
of the replicated cubes plus one star depict large dispersion. For r = 0.5and r = 0.7, the quantiles of the SPV of
nα = 2, nα = 3 and nα = 4 are lower than that of nF = 2, nF = 3 and nF = 4 respectively. When r = 1.1 and 1.7,the
quantiles of the SPV of nα = 2, nα = 3 and nα = 4 are lower than that of nF = 2, nF = 3 and nF = 4 respectively
for about p > 0.2, (see, figure 2). As seen in figure 1, figure 2 shows that the quantile plots of the replicated cubes
plus one star depict dispersion. For k = 4(figure 3), the quantile values of nα = 2, nα = 3 and nα = 4 at r = 0.5, 0.7
and 1.1, are smaller than nF = 2, nF = 3 and nF = 4 respectively. When r = 2.0, nα = 4 performs better than
nF = 4, but the quantile values of nF = 2, nF = 3 are slightly lower than that of nα = 2, nα = 3 respectively for
p < 0.1, but higher than the quantile values of nF = 2, and nF = 3 for other values of p.

3.2 Prediction variance of the partially replicated rotatable ccd (α = 1.682)

To illustrate, we considered a rotatable ccd with three variables of interest, k = 3. For r = 0.5, 0.7 and 1.1, (figure
4), nα = 2, nα = 3 and nα = 4 have smaller quantile values than nF = 2, nF = 3 and nF = 4. These variations of the
partially replicated ccd show little dispersion. For r = 1.7, the quantile plots depict large variations and nF = 2,
nF = 3 and nF = 4 have lower quantile values than the nα = 2, nα = 3 and nα = 4.

4. Discussion

4.1 Comparison of the Prediction Variance of Replicated Cube Plus One Star with One Cube Plus Replicated Star
ccd at α = 1

Smaller values of the SPV are preferred to larger values. As seen in section 3, the one cube plus replicated star
have smaller SPV than the replicated cube plus one star for r = 0.5 and 0.7, (figure 1-3). This implies that the
one cube plus replicated star perform better than the replicated cube plus one star. For r = 1.1 and 1.4, (k = 2),
one cube plus replicated star perform better than the replicated cube plus one star as one moves towards the design
perimeter. This is also applicable to r = 1.7 and 2.0. In addition to smaller SPV, the one cube plus replicated
star show little or no dispersion. That is SPV is constant at all points which are equidistant from the centre of the
design or near rotatable. (see also, Khuri, Kim & Um , 1996).

4.2 Comparison of the Prediction Variance of Replicated Cube Plus One Star with One Cube Plus Replicated Star
of a Rotatable ccd.

For r = 0.5, 0.7 and 1.1, (figure 4) nα = 2, nα = 3 and nα = 4 have lower quantile values than nF = 2, nF = 3 and
nF = 4, hence the former is preferred to the latter. However, for r = 1.7, nF = 2, nF = 3 and nF = 4, perform better
than nα = 2, nα = 3 and nα = 4, but the quantile plots depict large dispersion.
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5. Conclusion

The prediction variance of the replicated cube plus one star and one cube plus replicated stars have been considered.
The quantile plot is useful in design comparison because it shows the distribution of the different designs in the
region of interest. It is not limited to only maxima and minima values. For the variables of interest considered here,
the performance of the one cube plus replicated star variation in a face-centred ccd is preferred to the replicated
cube plus one star variation. Even where the replicated cube plus one star perform better than the one cube plus
replicated star, the latter still show a pronounced superiority as one moves towards the design perimeter. In rotatable
ccd, where the replicated cube plus one star perform better than the one cube plus replicated star, the plots depict
large dispersion of SPV. Therefore, one cube plus replicated star is preferred to replicated cube plus one star. The
result obtained here is in consonance with the result obtained in Hader and Park (1978).
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