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Abstract

Lagos State is a city with one of the largest concentration of people in the world with heterogenous behaviour and cul-
tural beliefs. There are different prognostic models in the medical sciences, yet their real life application, especially to
childhood mortality is limited. There are variations in childhood mortality rate across different communities in Lagos
State. Childhood mortality is a subject of interest to World Health Organization (WHO) and one of the major Millennium
Development Goals. In 2014, the Special Adviser to the Lagos State Governor on Public Health, Dr. Yewande Adeshina
said that under-5 and infant mortality rates in Lagos state have reduced due to various health interventions being imple-
mented in the State. However, the truth of the matter is that childhood mortality is still high and this is an indication
that we still have lots of work to do in this regard. In this paper, prognostic models were used in modelling factors that
predict the differences in childhood mortality in Lagos communities. Six models, two each from logistic regression, linear
regression and Poisson regression models were used. Primary data were collected from mothers that fall in the age brack-
et (15-49), who reside in any of the 5 divisions of Lagos State, namely Ikorodu, Badagry, Lagos Mainland/Ikeja, Lagos
Island and Epe. Five variables were identified as covariates. The prognostic multi-variable models were employed. The
binary logistic regression model with 5 covariates was selected as the best model for the binary response variable, while
the Poisson regression model with 4 covariates was selected as the best model for the count response variable. At the
end of the research, Ikorodu, Badagry and Epe communities have higher than expected childhood mortality rates. Also,
we estimated childhood mortality rate in Lagos State and measured the variations in childhood mortality across Lagos
communities. The factors that predict these variations were detected and control measures were recommended to reduce
the difference in childhood mortality rate in Lagos State.

Keywords: Binary logistic regression, Childhood mortality, linear regression, Prognostic models, Poisson regression,
Univariate data

1. Introduction

Lagos state popularly called ”Centre of excellence” is the commercial city of Nigeria and of Africa. The state was created
on 27th May, 1967 through decree 14 by the Federal Government (Omariba, Walter,Roderic and Fernando, 2007). Lagos
state lies approximately between longitude 2042 East and 3042 East and latitude 6022 North and 6052 North. It is
bounded in the South by the Guinea Coast of the 180km Atlantic Coastline, in the West by the Republic of Benin and
in the North and East by Ogun State. Being the smallest state in terms of land mass in Nigeria which is 3,577 Km2 and
about 22 percent of it occupied by water. It is occupying a frontline position amongst the thirty-six states of the federation
(Ojikutu, 2008). According to the World population review in 2016, Lagos state has a population estimated at 21 million
makes it the largest city in Africa and one of the most populous in the world (World Population Review, 2016).

This development as observed by Oke, Adedokun, Soretire and Faweya (2001) that Lagos state occupies about 6.2 percent
of the total population of Nigeria and has the most heterogeneous concentration and cultural groups such as Yoruba, Igbo,
Hausa, Ibibio, Efik, Nupe,and many other Nigerians and none-Nigerians living side by side.Though, majority of the
inhabitants are Yorubas. In Lagos state, child mortality which is on the decrease can be attributed to various causes:
from management of childhood diseases by parents, age of mothers, preceding birth interval, poverty, to access to health
care delivery and so on. In view of this, Feyisetan, Asa and Ebigbola (1997) opined that substantial blames placed on
the inadequate availability of health care services, the socio-cultural determinants of people should also be considered.
The knowledge of Measles and Diarrhea is pertinent in the understanding of the role of cultural beliefs in health seeking
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among mothers attributing the Measles attack to a variety of causes which has no link to the virus. According to the belief,
Measles attack can be traditionally attributed to the break of family taboos, or an attack from witches or enemies. Most
mothers attribute Diarrhea as a further growth manifestation (Ogunjuyigbe, 2004).

However, this claim was supported by Asakitipi (2007), who explained that Diarrhea alone killed about three million
under 5 children annually which among the Yoruba mothers associated to attack by witches and enemies. Jegede, Ajala,
Adejumo and Osunwale (2006) explained that some of these traditional practices lead to ill health in children and generally
has negative effect in health of these children.

With the advent of Pentecostal Christian religion, this old belief is been replaced by those that are more refined but
equally devastating to the health of children. Mazumdar (2000) explained that the relationship between culture and health
has been established and that research has discovered that some of these traditional practices lead to ill health in children
and generally have negative effect on health. They further highlighted the effect of forced feeding, a common practice
in Yoruba land to the general well-being of children. According to them, health problems such as diarrhea, cholera,
respiratory tract infection, kwashiorkor and so on have been found to be associated with forced feeding.

Many years of studies on childhood mortality have produced diverse findings on the causes and determinants of under-
five deaths. While many studies on childhood mortality in Nigeria have established that individual level factors such
as maternal education and other socio economic status are important predictors of childhood mortality, similar studies
on the effects of neighbourhood contexts on child survival are minimal in Nigeria. Whereas, literature established that
living in a deprived neighbourhood is associated with poor health outcomes of individuals (Harttgen & Misselhorn, 2006;
Omariba et al., 2007; Sastry, 1997; Zanini, Moraes, Ginghani & Riboldi, 2009). For instance, Zanini et al. (2009) found
that about half of the variability in infant mortality rates in Brazil was due largely to community-level characteristics.
They argued that neighbourhood characteristics can aggravate or alleviate mortality risks of individuals depending on the
neighbourhood contexts where individuals reside.

In 2014, the then special adviser to the Lagos state Governor on public health Dr.Yewande Adeshina said that under-5
and infant mortality rates in Lagos state have reduced due to various health interventions being implemented in the State.
In the same year, 2014, she commenced the first round of Maternal, Newborn and Child Health (MNCH) week in Lagos
and that various health interventions being implemented in the State have in no small measure contributed immensely
to the success achieved in improving the Maternal and Child Health Indices in the State. According to her, under-5 and
Infant Mortality Rates in Lagos state have reduced from 157 per 1,000 live births and 75 per 1,000 live births in 2008
NDHS to 65 per 1000 live births and 45 per 1000 live births respectively as reported in the 2011 Multiple Indicator Cluster
Survey (Aigbe, 2012). It was mentioned then in 2014 that these figures are still high and this is an indication that we still
have lots of work to do in this regard before the year 2015. The full implementation of the IMNCH strategy nation-wide
could prevent up to 72 percent of neonatal deaths, more than 70 percent of under-5 deaths and two-thirds or 62 percent of
maternal death (Adeshina, 2014).

It should be noted that infant and under-5 mortality are used interchangeably with childhood mortality. The term childhood
mortality as used in this research involves all forms of mortality of a baby from age zero to age 5. Children of above
5 years were not captured in this research. The following authors have made significant contributions to childhood
mortality in Africa, Nigeria and in Lagos State particularly. These authors include Schwarzer, Vach and Schumander
(2000), who addressed the pattern of under-five deaths in Lagos State, Nigeria; Hand (1997) worked on combinations
of host Biomarkers predict mortality among Ugandan children with severe malaria; Aigbe and Zannu (2012)examined
differentials in infant and child mortality rates in Nigeria, evidence from the six geopolitical zones; and Adekanbi (2015)
unravelled the effects of neighbourhood contextual influences on childhood mortality and Morbidity in Nigeria. In the
heart of prediction in medical sciences is prognostic models.

Broadly speaking, prediction models are valuable for medical practice and for research purposes. In public health, predic-
tion models may help to target preventive interventions to subjects at relatively high risk of having or developing a disease.
Prognostic estimates may for example be useful for planning of remaining life-time in terminal disease; or give hope for
recovery if a good prognosis is expected after an acute event such as a stroke. Classification of a patient according to
his/her risk may also be useful for communication among physicians. A key condition for this type of application of a
prediction model is that predictions are reliable. This means that when a 10 percent risk is predicted, on average 10 per-
cent of patients with these characteristics should have the outcome (Abu-Hanna & Lucas, 2001). Prognostic predictions
may support the weighing of harms versus individual benefits. If risks of a poor outcome are relatively low, the maximum
benefit will also be relatively low. Any harm, such as a side effect of treatment, may then readily outweigh any benefits.

The claim of prediction models is that better decisions can be made with a model than without (Steyerberg & Moons,
2013). In research, prediction models may assist in the design and analysis of randomized trials. Models are also useful
to control for confounding variables in observational research, either in traditional regression analysis or with modern
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approaches such as propensity scores (Abu-Hanna & Lucas, 2001). The following authors have applied prognostic models
to various field in medicine and other areas of application. They include Vogenberg (2009), who applied predictive
and prognostic models as implications for healthcare decision-making in a modern recession; Abu-Hanna and Lucas
(2001) worked on prognostic models in medicine using AI and statistical approaches; Pajouheshnia, Damen, Groenwold,
Moons and Peelen (2017) worked on treatment use in prognostic model research as a systematic review of cardiovascular
prognostic studies; and Feng, May and Tang (2019) applied prognostic models in predicting overall survival in patients
with primary gastric cancer in a systematic review.

Health practitioners have collected data over years on childbirth and infant mortality/under 5 child mortality in Lagos
and different part of the world. These data need to be analyzed and best recommendations be given to the medical
practitioners, government and international organizations in order to reduce child mortality to its minimal. This analysis
can be modelled using different statistical tools by statisticians and users of statistics. More so, take for instance in
Lagos State, the rate of childhood mortality in one community may be different from the rate in another community and
these differences are attributed to some factors.Therefore,this study used Prognostic model to identify factors that predict
differences in childhood mortality in lagos state communities. This will help to identify particular communities that need
more attention as a result of high childhood mortality when compared to other communities.

This research applied prognostic model in identifying factors that predict differences in childhood mortality in Lagos
communities. The multiple binary logistic regression, multiple linear regression and multivariable Poisson regression
models were used as prognostic models. So, hypothesis tests such as Wald test, Likelihood Ratio tests are carried out.
Also, model selection criteria such as Akaile Information Criterion (AIC) and Bayesian Information Criterion (BIC) are
carried out as well as model selection criteria to evaluate the fitness of the final models.

The rest of the research is organized into three sections. Section 2 examines the materials and method applied in this
research, mainly, logistic, linear and Poisson regression models. Section 3 comprises the results and discussion of findings
based on the data collected and the models developed. The conclusion and recommendation are contained in Section 4.

2. Materials and Method

The prognostic models considered in this research are binary logistic regression, linear regression and Poisson regression
models, where the error terms follow normal distribution and the dependent or response variables are discrete (Ogun-
juyigbe, 2004; Omariba et al., 2007). The linear regression is also considered because of the behaviour of the error term,
which is assumed to have the same distribution with the dependent variable. It is assumed that when the dependent vari-
able is skewed or non-normal but has a large sample points, it has a tendency of becoming normal for some parameter
values of the initial distribution of the data (Arowolo, Nurudeen, Akinyemi, Ogunsanya & Ekum, 2019). This can also be
confirmed with the central limit theorem. So it is advisable to always compare performance of any model or distribution
with that of normal, especially if the sample size is large. If normal is better, then there is no need of assuming the data
follows the other distribution.

2.1 Prognostic Models

Prognostic models are models used in prediction of an event before its possible occurrence. Prognostic models are useful
aides to clinical management (Abu-Hanna & Lucas, 2001). There are many different ways in which prognostic models can
be developed. Prognostic models can be constructed by choosing from a plethora of different techniques. Commonly used
techniques are simple decision rules based on the categorization of a prognostic score, Bayes rule, and logistic regression.
The parameters of these models are estimated from data collected especially for the purpose of prognosis. In this research,
the data of the response variable are binary and count data. For the binary data, logistic regression model would be fitted,
while for the count data, the Poisson regression model would be fitted.

2.2 Binary Response Variable

2.2.1 Multiple Binary Logistic Regression Model

Let consider the linear model given by

Yi = β0 + β1X1i + β2X2i + ... + βkXki + ei (1)

where β0, β1, β2, ..., βk are the unknown parameters of the model to be estimated, X1, X2, ..., Xk are the k covariates and e
is the error term, which is distributed as Y . The expectation of Y is given in (2).

πi = E(Yi) = β0 + β1X1i + β2X2i + ... + βkXki (2)

The prevailing assumptions for the binary logistic regression are
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(i) non-normal error terms, that is
Yi = {

0;ei=−β0−β1X1i−β2X2i+...−βk Xki
1:ei=1−β0−β1X1i−β2X2i+...−βk Xki

(ii) Non-constant variance
Var(Yi) = πi(1 − πi)
Var(Yi) = (β0 + β1X1i + β2X2i + ... + βkXki)[1 − (β0 + β1X1i + β2X2i + ... + βkXki)]

(iii) Response function constraints: 0 ≤ πi ≤ 1

2.2.2 Multiple Binary Logistic Response Function

The multiple binary logistic regression response function is given by

πi = E(Yi) =
exp(β0 + β1X1i + β2X2i + ... + βkXki)

1 + exp(β0 + β1X1i + β2X2i + ... + βkXki)
(3)

Equation (3) can be linearized through log transformation to give

log
(

π

1 − π

)
= β0 + β1X1i + β2X2i + ... + βkXki (4)

Equation (4) is known as the logit transformation. Thus, we use logit link to relate πi with the covariates (X).

2.2.3 Parameter Estimation of the Logistic Model

Given the distribution of Yi, the likelihood function is given by

L =

n∏
i=1

πYi
i (1 − πi)1−Yi (5)

The log-likelihood (logL) function is derived by taking the log of equation (5) to have

` = logL = log

 n∏
i=1

πYi
i (1 − πi)1−Yi


` =

n∑
i=1

Yilogπi +

n∑
i=1

(1 − Yi)log(1 − πi)

` =

n∑
i=1

Yilog
(

πi

1 − πi

)
+

n∑
i=1

log(1 − πi) (6)

Substitute equation (4) into (6) to have

` =

n∑
i=1

Yi(β0 + β1X1i + β2X2i + ... + βkXki) −
n∑

i=1

log[1 + exp(β0 + β1X1i + β2X2i + ... + βkXki)] (7)

2.2.4 Maximum Likelihood Estimation of the Binary Regression Model

Equation (7) in matrix form can be written as

` = (Xβ)′y −
n∑

i=1

log[1 + exp(Xβ)] (8)

where ` is the log-likelihood, X is a n× p matrix, p = k+1, β is a p×1 matrix, that is, a column vector, y is an n×1 matrix,
a column vector. In order to obtain the maximum likelihood estimation (MLE) of the multiple binary logistic regression
model parameters, take the 1st derivative of the logL in equation (8) with respect to each of the parameters and equate
each to zero.

∂l
∂β

=
∂

∂β

(Xβ)′y −
n∑

i=1

log[1 + exp(Xβ)]

 = 0 (9)

Solve equation (9) to obtain the MLE estimates, β̂0, β̂1, β̂2, ..., β̂k.
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The MLEs do not have closed forms, so numerical methods are used through the help of computer packages. In this
research, the maxLik function in R was used to obtain the MLE estimates. Haven estimated the parameters of the model,
we can then calculate π̂i as

π̂i =
exp(β̂0 + β̂1X1i + β̂2X2i + ... + β̂kXki)

1 + exp(β̂0 + β̂1X1i + β̂2X2i + ... + β̂kXki)
(10)

where π̂i is the estimated probability of individual i having response Yi = 1 and β̂ j, j = 1, 2, ..., k is no longer the slope of a
linear relationship but rather the slope of the logit relationship. Thus, the odd ratio is then given as exp(β̂ j), j = 1, 2, ..., k.

Count Response Variable

2.3 Linear Regression Model

The k-variable linear regression model is used to study the relationship between a dependent variable and one or more
covariates. The specification of such a model is given in (1) where error term, e is normally distributed, just like the
dependent variable, Y (Hand, 1998). Equation (1) can be written in matrix form as

Y = Xβ + e (11)

where Y is a n-dimensional vector called the response vector, X is a n× p matrix called the design matrix, where p = k + 1
as earlier defined. The β represents the intercept and slopes, a p dimensional vector, and e is a n-dimensional vector called
the error vector (Alaba, 2012; Olubusoye, 2013).

2.3.1 Least Square Estimation of Linear Regression Model

The least square estimation (LSE) is considered the best linear unbiased estimator (BLUE) in estimating the parameters of
the multiple linear regression model. To make any meaningful progress with the estimation of the vector of coefficients,
β, some assumptions must be satisfied. (i) There must be a linear relationship between the response variable Y and the
covariates or independent variables X. It may be linear either in the original variables or after some suitable transforma-
tion. (ii) The X columns must be linearly independent (iii) E(Y) = Xβ since E(ei) = 0 (iv) Var(ei/X) = σ2, Cov(eie j) = 0
(v) X is unrelated to e and (vi) e N(0, σ2). The last assumption here shows that Y follows a normal distribution (Ekum,
Akinmoladun, Aderele & Esan, 2015).

The LSE is achieved by minimizing the error term e. The error term is given by

e = Y − Xβ (12)

This e is assumed to be very small, so it is minimized by first squaring (12) to have

e2 = (Y − Xβ)
′

(Y − Xβ) (13)

Differentiating (13) with respect to β will further minimize it, Then equate it to zero and solve for β to have

β̂ = (X′X)−1X′Y (14)

where β̂ is a column vector that house all the parameter estimates. The response variable Y can the be estimated by

Ŷ = Xβ̂ (15)

2.4 Poisson Regression Model

In statistics, Poisson regression is a generalized linear model (GLM) form of regression analysis used to model count data.
Poisson regression assumes the response variable Y has a Poisson distribution, and assumes the logarithm of its expected
value can be modelled by a linear combination of unknown parameters. A Poisson regression model is a log-linear model
when used to model contingency tables. The Poisson regression model aims at modelling a count variable Y (rare events),
counting the number of times that a certain event occurs during a given time period. The basic GLM for count data is the
Poisson model with log link.

2.4.1 Poisson Distribution

Suppose Y is a discrete random variable that follows a Poission distribution, The probability mass function of Y is given
as

P(Y = y) =
θye−θ

y!
, θ > 0, y = 0, 1, 2... (16)
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where θ is the mean response of Y . The parameter θ is the mean of Y and it is the same as the variance of Y . That is,
E(Y) = Var(Y) = θ. The shape of Y with various values of θ is shown in Figure 1.

Figure 1. Poisson distribution with various values of θ

2.4.2 Multivariable Poisson Regression Model

Suppose a linear regression model with k covariates as given in (1) and can be written in matrix form as given in (11).
Suppose Y1,Y2, ...,Yn are Poisson distributed with associated covariates X1, X2, ..., Xn. The mean response for the ith case
is denoted by θi and is assumed to be a function of the predictor variables X1, X2, ..., Xk.

E(Yi) = θi = XB (17)

The notation θi(X, β) is used to denote the function that relates the mean response θi to X, the values of the predictor
variables for case i , and β, the values of the regression coefficients. The conditional mean function using a linear
combination of the covariates is given by.

E(Yi|X) = exp(XB) (18)

2.4.3 Maximum Likelihood of Poisson Regression Parameter

It should be noted that yi is a realization from the random variable Yi and X is a n × k matrix of covariates.

Recall the Poisson function in equation (16), we have

P(Yi = yi|β, X) =
θ

yi
i e−θi

yi!
, θi > 0, yi = 0, 1, 2...; i = 1, 2, ..., n (19)
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The likelihood function is given by

L(β) = L(yi|β, X) =

n∏
i

θ
yi
i e−θi

yi!
(20)

L(β) = L(yi|β, X) =

n∏
i

[θi(X′β)]yi e−[θi(X′β)]

yi!
(21)

Take the log of (21) to have the log-likelihood function as

` = logL(β) =

n∑
i=1

yilog[θi(X′β)] −
n∑

i=1

θi(X′β) −
n∑

i=1

log(yi) (22)

The log-likelihood can then be differentiated partially with respect to each of the parameters. The result of the derivatives
are the be equated to zero and solve for the parameters. Note that β is a vector of parameters, to accommodate multiple
covariates. Practically, iterative methods are used to estimate the parameters. In this work, we used the maxLik package
in R to estimate the Poisson regression parameters.

The maximum likelihood covariance matrix of the regression coefficient is given by

cov(β̂) = (X′θ̂X)−1 (23)

where β is a vector of regression coefficients, θ̂ is an N × N diagonal matrix with ith diagonal elements θi, i = 1, 2, ..., n,
which represents the variance of Poisson distribution.

2.4.4 Deviance Residual of Poisson Regression

The deviance of a fitted model is the difference between the log-likelihood (logL) of the fitted model and a model that has
a parameter (µi) for each observation Yi (i.e., use all of the degrees of freedom so that the residuals will be zero). in this
research µi = θi.

The Poisson regression model deviance is given by

Dev(x1, x2, ..., xk) = −2

 n∑
i=1

yilog
(
θ̂i

yi

)
+

n∑
i=1

(yi − θ̂i)

 (24)

where θ̂i is the fitted value for the ith case. The deviance residual for the ith case is given by

devi = ±

[
−2yilog

(
θ̂i

yi

)
− 2(yi − θ̂i)

]− 1
2

. (25)

The sign of the deviance residual is selected based on whether yi − θ̂i is positive or negative. Index plots of the deviance
residuals and half-normal probability plots with simulated envelopes are useful for identifying outliers and checking the
model fit. Note that if yi = 0, then the term yilog

(
θ̂i
yi

)
in (24) and (25) equals zero.

2.4.5 Poisson Regression Model Specification

The Poisson regression model for this work is therefore specified as

θi = θ(X, β) = exp(X′B) = exp(β0 + β1x1i + β2x2i + ... + βk xki) (26)

where β0 is constant and β j, are the coefficients of xi for j = 1, 2, ..., k. the function that relates the mean response
θi to X. To test whether there is a relationship between the x j and Y , that is, to test whether β j = 0, based on the
maximum likelihood estimates of the Poisson regression model parameters given in (23), hypothesis tests such as Wald
test, Lagrange Multiplier test, or Likelihood Ratio tests are carried out. Also, model selection criteria such as Akaile
Information Criterion (AIC) and Bayesian Information Criterion (BIC) are carried out as well. In this research, the Wald
test (Z) is used for the hypothesis test while the AIC and BIC are used as model selection criteria. Hypothesis testing and
formulation of test statistics is done in similar manner to logistic regression.
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2.5 Wald Test (Z) Test

A large-sample test of a regression parameter can be constructed based on the null hypothesis (H0) that β j = 0 against the
alternative hypothesis (H1) that β j , 0. The appropriate test statistic is given by.

Z =
β j

S (β j)
, j = 1, 2, ..., k + 1 (27)

with the decision rule that specify the rejection of H0, if |Z| > Z1−α/2, where Z1−α/2 is a standard normal value obtained
from the standard normal distribution table, α is the level of significance, S (β j) is the standard error of β j and β j are the
estimates from the maximum likelihood estimator.

2.6 Model Selection Criteria

The model selection criteria considered in this work are the AIC and BIC.
The AIC is given by

AIC = −2logL + 2(k + 1) (28)

where logL is the log-likelihood of the model, k + 1 = p is the number of parameters in the model. If the number of
observations, n (sample size) is small, such that, n

p < 40, then the AIC needs to be adjusted to

AICC = nlogL + 2p +
2p(p + 1)
n − p − 1

, (29)

where p is the number of parameters. The adjusted AIC in equation (29) shows that if n → ∞, then 2p(p+1)
n−p−1 → 0 in (29).

The other model selection criterion used in this work is the BIC. The BIC in general is given by

BIC = nlogL + nlog(n) + plog(n) (30)

where p is the number of parameters in the model and n is the sample size. The decision criterion is to select the model
with the smallest values of AIC and BIC as the most suitable model (Schwarz 1978).

3. Results and Discussion

3.1 Simulation

In this section, the relation between lomax-Cauchy and lomax random v was investigated.

3.2 Application

This research is focused on the causes of variation in childhood mortality in Lagos State. Primary data were collected
from the five divisions in Lagos State viz-a-viz Ikorodu, Badagry, Lagos Mainland/Ikeja, Lagos Island and Epe. A well
structured questionnaire was used to collect the data used for the analysis. The questionnaire comprises 12 items, 7 from
Section A and 5 from Section B. See the questionnaire in Appendix II. The target population are women who fall in
the child bearing age and live in Lagos State. The 5 divisions in Lagos State are assumed to be equally distributed with
women that falls in the age bracket (15-49), so 120 questionnaires were distributed to 120 independent individuals in
each division, totalling 600 questionnaires. The sample size was based on cost and trained personnel available. Out of
the 600 questionnaires distributed, 520 were retrieved and out of the 520 retrieved, after careful sorting to remove male
respondents and questionnaire that were not valid, the number reduced to 476. The 476 valid questionnaires were used
for the analysis. The data were entered into Microsoft Excel, saved with the extension .csv and analyzed using R 3.6.1
and SPSS 23.0 packages.

3.2.1 Exploratory Data Analysis

This subsection provides information on some hidden features that might be inherent in the data collected. Frequency
distribution tables, contingency tables, bar charts and density plots are used to explore the data.
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Table 1. Frequency Distribution Table

Table 1 shows that most of the respondents (49.8%) are women above 30 years of age and are mostly (66.2%) married
women. Out of the 120 questionnaires administered to each of the 5 divisions in Lagos State, 98 were from Ikorodu
division, 94 from Badagry division, 97 from Mainland/Ikeja division, 97 from Lagos Island division and 90 from Epe
division with Ikorodu, Badagry, Ikeja, Island and Epe accounting for 20.6%, 19.7%, 20.4%, 20.4% and 18.9% respec-
tively. The religion status shows that 56.3% of the respondents are Christians, 31.9% are Muslims, while the remaining
11.8% are practising other religions. Most of the respondents are secondary school holders, accounting for 31.5%, 25.8%
have tertiary education certificate, 30.3% have only first school leaving certificate, while the remaining 12.4% are stacked
illiterate.

The five variables in Table 1 are used as the covariate in this study. The dependent variables are (i) the number of children
(under 5 years) born by a woman that are death (count variable); and the second dependent variable (ii) is binary (0 or 1),
if a woman does not have any child death, 0 is assigned but if a woman has at least on child that is death, 1 is assigned.
The number of children death is shown in Figure 3 and the binary variable is shown in Appendix IV. Apendix V shows
the educational status of the respondents by divisions in Lagos and Appendix shows causes of infant mortality across the
5 divisions in Lagos State.

Figure 2 shows the probability of vulnerability of mothers to childhood mortality (under 5 death). The mothers (women
interviewed) that are most vulnerable to childhood mortality include mothers that are above 30 years of age, mothers who
live in Ikorodu community of Lagos State, mothers who are Christians and mothers who have no education (illiterate
mothers). This does not mean Christians mothers are vulnerable to child mortality in the real sense of it because the
instrument did not ask if they were Christians before losing their babies. Also, some women would have lost their child
before relocating to Ikorodu, because the instrument did not also capture where they reside when they lost their children
and how old they were when the incident happened. The only thing that is very certain is that uneducated mothers are
most vulnerable to having children who may die before age 5.
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Figure 2. Probability of Under 5 Mortality

Figure 3. Count variables in study
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Figure 3 depicts that most of the household where the respondents live have 4 children, most of the children born by our
respondents are 5. The number of children that are still alive to women are 4, while the number of children death from a
respondent is 1 (count dependent variable). The mode is used in this regard as measure of central tendency. Appendix 1
is a bar chart that depicts Table 1 clearly and also shows the count dependent variable. Appendix III shows the causes of
infant mortality. The term infant mortality as used in this study comprises all children between age 0 to 5.

Table 2. Number of children death across division

Table 3. Death or Alive

Table 2 shows that the maximum number of children that are death from a mother is 5. The table shows that 200 women
have lost just 1 child, 67 women have lost 2 children, 32 women have lost 3 children, 9 women have lost 4 children, and
8 women have lost 5 children. The number of children lost by a woman is spread across the five divisions in Lagos.

Table 3 shows the number of women who have never lost a child and who have lost at least one child. In Ikorodu,
out of the 98 women analyzed, 94 has recorded infant death while only 4 did not. In Badagry, out of 94 women inter-
viewed, 82 has recorded infant death while 12 have not. In Ikeja division, out of the 97 women analyzed 38 have recorded
infant death while 59 have not. In Lagos Island, out of the 97 women analyzed, 33 have recorded death, while 64 have
not. In Epe division, ut of the 90 women analyzed, 69 has recorded death while 21 have not. Judging from this table,
Ikorodu has the highest infant mortality rate, followed by Badagry and Epe. Lagos Island has the least infant mortality
rate followed by Ikeja. So, the state government should focus on Ikorodu, Badagry and Epe in oredr to reduce under 5
mortality rate. Table 2 (count data) and Table 3 (binary data) form the basis of the models to be discussed in subsequent
section.

3.3 Prognostic Regression Analysis Estimation

In this study, the response variables (Y) are (i) number of children born by a woman who died before age 5. (ii) response
of a woman to whether she has lost a child (below age 5), with response 0, if she has not lost a child, and 1 if she has lost
at least a child. The probability distribution P(Yi = 1) = πi or P(Yi = 0) = 1 − πi, where response variable (Y) denotes
death or alive. The independent variables or covariates are age of mother (X1), marital status of mother (X2), division
in Lagos State where mother lives (X3), mother’s religion (X4) and mother’s education (X5). The term mother used here
refers to our respondents who have given birth to at least one child.

There are basically two different models. One is a binary response and will be modelled using binary logistic regression.
The other is a count response and will be modelled by linear regression and Poisson regression. The count response is a
subset of the continuous response. If the sample size is large enough, then it can be approximated by normal distribution,
which is the basis for the linear regression.

? Model A: Binary Response Variable

1. Use all the covariates (binary logistic regression)
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2. Drop a covariates that is not significant (binary logistic regression)

? Model B: Count Response Variable

3. Use all the covariates (linear model)
4. Drop a covariates that is not significant (linear model)
5. Use all the covariates (linear model)
6. Drop a covariates that is not significant (linear model)

Models 1 and 2 in A are competing models. Models 3, 4, 5 and 6 are competing models. Models in A are not competing
with models in B. We are not only interest if a woman has lost a child or not, we are also interest in the number of children
a woman lost. This will help to measure infant mortality. The formation of the models is described in the flowchart as
shown in Figure 4.

Figure 4. Flow Chart of Model Construction

3.3.1 Fitting Binary Logistic Regression Models

Table 4. Multiple Binary Logistic Regression Estimates
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Model 1 regression parameters estimated in Table 4 can be expressed as

π̂i =
exp(5.43891 + 0.40373x1i − 0.31281x2i − 0.52022x3i − 0.5558x4i − 0.95764xi)

1 + exp(5.43891 + 0.40373x1i − 0.31281x2i − 0.52022x3i − 0.5558x4i − 0.95764xi)
(31)

From the analysis in Table 4, it is easy to see that division of Lagos where respondent lives and education are the most
significant covariates. Also, significant 5% are religion and age of the mothers. (respondents). In this model 1, the marital
status of the mother is not significant at 5% level. So, there is a need to develop model 2 from binary logistic regression.

Model 2 is constructed after dropping the insignificant marital status and it is shown in Table 5.

Table 5. Binary Logistic Regression Estimates of 4 Covariates

Model 2 regression parameters estimated in Table 5 can be expressed as

π̂i =
exp(4.7152 + 0.5173x1i − 0.4783x3i − 0.6755x34i − 0.9354x5i)

1 + exp(exp(4.7152 + 0.5173x1i − 0.4783x3i − 0.6755x34i − 0.9354x5i)
(32)

3.3.2 Fitting Multiple Linear Regression Models

Table 6. Multiple Linear Regression Estimates with 5 parameters

Model 3 regression parameters estimated in Table 6 can be expressed as

ŷi = 1.68265 + 0.30570x1i + 0.11032x2i − 0.11955x3i − 0.24207x4i − 0.28634x5i (33)

Table 6 shows that all the covariates are significant at 5% level, except for marital status. So, there is a need to develop
model 4 by dropping marital status.

Table 7. Multiple Linear Regression Estimates with 4 parameters

Model 4 regression parameters estimated in Table 7 can be expressed as

ŷi = 1.94707 + 0.27112x1i − 0.13521x3i − 0.20332x4i − 0.29899xi (34)

13



http://ijsp.ccsenet.org International Journal of Statistics and Probability Vol. 12, No. 6; 2023

3.3.3 Fitting Multivariable Poisson Regression Models

Table 8. Poisson Regression Estimates of 5 Covariates

- Copy.PNG

Model 5 regression parameters estimated in Table 8 can be expressed as

θ̂i = exp(0.67483 + 0.26456x1i + 0.07104x2i − 0.1162x3i − 0.24193x4i − 0.26067x5i) (35)

Table 8 shows that all the covariates are significant at 5% level, except for marital status. So, there is a need to develop
model 6 by dropping marital status just as the case of model 2 and model 4.

Table 9. Poisson Regression Estimates of 4 Covariates

- Copy.PNG

Model 6 regression parameters estimated in Table 9 can be expressed as

θ̂i = exp(0.85774 + 0.2439x1i − 0.12743x3i − 0.22004x4i − 0.27187x5i) (36)

Table 10. Model Selection Criteria

Table 10 shows the model selection criteria. For the binary response, model 1 with 5 covariates is selected over model
2 because it has the smaller - log likelihood (-logL), AIC and BIC. The same criteria are used to select Model 6 with 4
covariates among the competing models for the count response. This selection is buttressed by the cluster bar plots in
Figure 5.

14



http://ijsp.ccsenet.org International Journal of Statistics and Probability Vol. 12, No. 6; 2023

- Copy.PNG

Figure 5. Model Selection Criteria

4. Conclusion and Recommendation

In this paper, we developed six competing prognostic regression models to determine factors that affect infant mortality
(under 5 death) across the five divisions in Lagos State. The first two models competed for the binary response variable.
Based on the -logL, AIC and BIC model selection criteria, Model 1 is selected over Model 2 because it has the smaller
-logL, AIC and BIC. For the count response variable, four models competed, Model 3, Model 4, Model 5 and Model 6.
Model 6 (Poisson regression with 4 parameters) is selected as the most appropriate model for fitting the count response
variable because it has the smallest -logL, AIC and BIC. The estimated probability of childhood mortality in Lagos State
among children of under-5 years old is 0.26. This implies that out of every 100 under 5 years children involved in this
research, 26 die. Out of a total of 1,946 children born to 476 women under study 506 are death. This probability is based on
this study and can be generalized if the sample is consistent with the general population of Lagos State. The study shows
that out of 476 women that participated in this study 316 of them have lost at least a child under 5 years old (probability is
316/476 = 0.66). In order to identify predictors of variations of childhood mortality among Lagos communities (divisions),
the multivariable poisson regression model is selected as the suitable prognostic model that identified the predictors that
cause the variations of childhood mortality among Lagos State communities. These significant predictors are the age of
the mother, Lagos community mother resides, mother’s religion and mother’s education. Women above 30 years (31-45)
are most vulnerable to infant mortality, women living in Ikorodu community of Lagos State are more vulnerable to infant
mortality, Christian women are more vulnerable to infant mortality and women with no education are more vulnerable
to infant mortality (see Figure 2). This conclusions are based on the status of the women as at the time the interview
was conducted. Some of the limitations of this research is that we did not know the women’s age as at the time they lost
their babies, we did not know the religion the women practiced when they lost their babies, some women would have
lost their babies before becoming a Christian. We did not know the community the women resides when they lost their
babies. The only factor that is very certain is the women educational level. The illiterate women are most vulnerable to
infant mortality. The identified high-risk communities where childhood mortality was higher than expected in Lagos State
are Ikorodu, Badagry and Epe communities. This could be traced to the fact that most of the women with no education
interviewed resides in Ikorodu, Badagry and Epe in that order. Ikeja has few uneducated women while Lagos Island has
none uneducated women among the women interviewed. Another factor that could be responsible is the lack of access
to health care facilities. Epe, Ikorodu and Badagry in that order have the highest cause of infant mortality due to lack of
access to health care facilities and the least is Lagos Island. Family size is another cause of infant mortality among Lagos
communities with Epe, Badagry and Ikorodu in that order being the highest and the least is Ikeja. Appendix VI depicts
causes of infant mortality in Lagos State across the five communities (divisions). Based on our findings in this research,
we recommend the following (i) Female child should be given adequate education so that they can grow to become
educated mothers as illiteracy among women is a major factor causing high rate of infant mortality. (ii) More health care
facilities should be deployed to Ikorodu, Badagry and Epe with well trained paediatricians and gynaecologists. Mother
and child units of the General Hospitals in these locations should be well equipped. The Pharmacies in these facilities
should be well stocked with drugs for under 5 age. Lagos State has free health facility for the under 5 age but most women
are asked to get drugs outside the General Hospitals because the drugs are not always sufficient. (iii) The life of a child
should be very much important to the government so that a child taken to any of the Lagos State health facility should
be treated at no cost, and all drugs administer at no cost. (iv) Poverty is another major cost of infant mortality in Lagos
communities. This is as a result of large family size. A large family size would not have been a problem if the family
income is large. But situations where the family size is large and the family income is low, then it can be a major cause of
infant mortality. Government and all stake holders should inaugurate empowerment programmes for women, especially
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in Ikorodu, Badagry and Epe communities of Lagos State. If all these recommendations are honestly followed, childhood
mortality will be completely eradicated in Lagos State.
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Appendix

Appendix I. Under 5 Deaths and Mothers Characteristics
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Appendix II. Questionnaire

QUESTIONNAIRE ON INFANT MORTALITY IN THE DIVISIONS OF LAGOS STATE (QOIM) 

The aim of this questionnaire is to elicit information on the causes of infant mortality in Lagos 

state. 

Please complete the questionnaire below as accurate as possible. All information given will be 

treated as confidential and used only for research purposes. The success of this study depends 

on your cooperation and so you are implored to respond to the items appropriately. 

 

SECTION A: PERSONAL INFORMATION 

1. SEX:    MALE (  )     FEMALE (  ) 

2. PRESENT AGE:  BELOW 20 YEARS (  )   20-30 (  )    ABOVE 30 YEARS ( ) 

3. STATUS:   MARRIED (  )   DIVORCED (  )  SINGLE (  )  

4. DIVISION OF LAGOS OF RESPONDENT: IKORODU (  )  BADAGRY (  )  IKEJA (  ) LAGOS ISLAND (  ) EPE (  ) 

5. RELIGION:   CHRISTIANITY (  )  ISLAM (  )  OTHERS (  ) 

6. EDUCATION STATUS: NO SCHOOL  (  )      PRIMARY (  )         SECONDARY (  )  TERTIARY (  )   

7. NUMBER OF CHILDREN IN HOUSEHOLD:  1 (  )   2 (  )   3 (  )   4 (  )   5 (  )    6 (  )  More than 6 (  ) 

SECTION B:  CAUSES OF INFANT MORTALITY 

1. How many children have you given birth to? ____________ 

2. How many are still living? ___________________ 

3. If there is a difference between 1 and 2 above, how many died before age 5? _______ 

4. Please pick out of the following the cause of the death 

i. Education status of mother (  )    ii. Family size (  ) iii. Birth type (  ) 

iv. Environment of mother/child (  )  v. Abortion (  )    vi. Poverty (  )  

vii. Access to health care delivery (  )   viii. Disease ( )  ix. Family history (  ) 

x. Preceding birth interval (  ),   xi. Breastfeeding status (  ),    

xii. Source of drinking water (  )  xiii. Income status of household (  )   

xix. Prolong labour of mother (  )  xv. Others (  ) 

5. If others, please specify ___________________________________________________ 
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Appendix III. Causes of death

Appendix IV. Children death or alive
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Appendix V. Education of Mother by Division

Appendix VI. Cause of Infant Mortality by Division
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