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Abstract

The main purpose of this paper is to take a close look at the main methods of estimation the population size. In particular, the main concentration is on Capture-Recapture technique (direct sampling and the inverse (indirect) sampling), highlighting some of the hidden properties of these techniques, that are rarely mentioned in classroom and can be of interest to statistics teachers. Another Capture-Recapture estimator is introduced. The content of the paper may add significant contribution to educational statistics.
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1. Introduction

Statistics is the science of collecting information from a suitable portion of the population of interest(sample), summarizing and analyzing the collected information, making inference about a population and measuring the accuracy of the inference. The accuracy of the inference depends mainly on the sample size and the method of selecting the sample (sampling technique). The sample taken from a population of interest contains information that can be used to estimate the population parameters such as the mean (\(\mu\)), proportion (\(P\)), total (\(T\)) and variance (\(\sigma^2\)), etc. Simple, Stratified, Systematic and Cluster random sampling are the main sampling techniques of selecting an appropriate sample.

In some real life applications, the population size, \(N\), is also unknown and in this case, it is regarded as an additional population parameter; for example, the size of fish population in a sea (not the Red Sea), the size of camels in a desert, the number of beggars in a city. Estimation some of the population parameters such as \(T\) may require the estimation of the population size first.

Capture-Recapture method is the most popular procedure used to estimate \(N\). The main contribution of this manuscript is the highlighting of some hidden properties of this technique that are rarely mentioned in classrooms. We use (\(\hat{}\)) for each highlighted property. This technique and some of its hidden properties are discussed in section 2. A new estimator of \(\hat{N}\) is introduced in section 3. Concluding remarks are given in section 4.

2. Capture-Recapture Technique

If the study population consists of \(N\) elements, where \(N\), population size, is unknown, then Capture-Recapture techniques can be used to estimate \(N\). This method was introduced by Lincoln-Petersen and the estimator of \(N\) using this method, called “Lincoln-Petersen Estimator”, was first used by Laplace in 1786 to estimate the size of the French population. The estimator is based on the fact that the proportion of marked elements in the second sample is an estimator of population of the marked elements in the population before the second sample is taken. Bohninget et al. (2004) used Capture–Recapture approach to estimate the number of drug users in Bangkok. For more details, see Schaeffer et al. (1995). Plante et al. (1998) provided an estimator of population size using this technique based on Stratified random sampling. Estimation the size of the population of drug users in Washington was considered by Ruiz et al. (2016). Koski et al. (2013) used this method to estimate the size of the Whale population in West Greenland Bowhead, Burnham and Overton (1978) considered the estimation of the size of a closed population when capture probabilities vary among animals. Razzak and Luby (1997) used the Capture-Recapture method to estimate deaths and injuries of traffic accidents in Karachi, Pakistan. Al-Saleh & Ababneh (2022) considered the use of Capture-Recapture method in estimating the population total parameter \(\tau\), taking advantage of known size. For more on this technique see Pedro et al. (2020) and Stephen (1996).

There are two forms of Capture-Recapture technique:
(i) **Capture-Recapture Technique-Direct Sampling:**

This method can be performed using the following steps:

i. Select a random sample of \( n_1 \) elements from the population of interest, mark(tag) them, then release them back to the population.

ii. After waiting a suitable period of time, so that the marked elements spread out into the population (especially in the case of mobile population), select a second random sample of size \( n_2 \) and count the number of marked elements in the sample( the number of elements that are selected twice).

- The purpose of the first step is to create a binary population (a population of two types: tagged and untagged, with a known number of tagged elements). *Sometimes the population of interest consists of two types and thus, the first step is deleted.* For example, the total number of residents in a population is usually known, but the total number of nonresidents (refugees) is unknown. Thus, to estimate the size of the population \( N \), the first step is not needed because the population consists of two types.

Let \( P \) be the proportion of marked elements in the population; \( p = n_1/N \). If \( T \) is the number of marked elements in the second sample then \( P \) can be estimated by \( \hat{p} = T/n_2 \). Equating the proportion of marked elements in the population to the proportion of marked elements in the second sample, we get an estimator of \( N \), \( \hat{N}_d \) given by(method of moments estimator):

\[
\hat{N}_d = \frac{n_1n_2}{T}.
\]

- This can simply be put in a more interesting way: if two subsets \( A, B \) are taken from a population, the size of the population can be estimated by:

\[
\hat{N}_d = \frac{\#\text{elements in } A \times \#\text{elements in } B}{\#\text{elements in } A \cap B},
\]

Which can be rewritten as:

\[
\hat{N}_d = N\left(\frac{\#\text{elements in } A/N}{\#\text{elements in } A \cap B/N}\right) = N\frac{P(A)P(B)}{P(A \cap B)}.
\]

If \( A, B \) are independent then \( \hat{N}_d = N \). Thus, *the closer \( A, B \) to be independent, the closer is the estimator \( \hat{N}_d \) to \( N \).*

Note that \( T \) is a discrete Hypergeometric r.v. with probability mass function:

\[
P(T = t) = p_T(t) = \binom{n_1}{t} \binom{N - n_1}{n_2 - t} \frac{N}{N}, \quad \max(0, n_1 + n_2 - N) \leq t \leq \min(n_1, n_2).
\]

\[
E(T) = \frac{n_1n_2}{N} \quad \text{and} \quad \text{Var}(T) = \frac{n_2}{N} \left(1 - \frac{n_1}{N}\right) \left(\frac{N - n_2}{N - 1}\right).
\]

- The domain of \( T \) can be obtained using the trivial conditions on the two combinations, \( \binom{n_1}{t} \) & \( \binom{N-n_1}{n_2-t} \):

\[
0 \leq t \leq n_1 \& n_2 - t \geq 0 \rightarrow t \leq \min(n_1, n_2);
\]

\[
n_2 - t \leq N - n_1 \& t \geq 0 \rightarrow t \geq n_1 + n_2 - N \& t \geq 0 \rightarrow t \geq \max(0, n_1 + n_2 - N).
\]
Thus, \( \text{Min}(\hat{N}_d) = \frac{n_1 n_2}{\min\{n_1, n_2\}} = \max\{n_1, n_2\} \).

For large \( N \), the possible values of \( T \) are 0, 1, 2, ..., \( \min(n_1, n_2) \).

If \( T = 0 \) then \( \hat{N} = \infty \). \( T \) might be zero with positive probability:

\[
P(T = 0) = \binom{N - n_1}{n_2} \text{\( f(N) \).}
\]

For example, if \( N = 500, n_1 = 50, n_2 = 50 \), then \( P(T = 0) \approx 0.004 \).

- Thus, the expected value of this estimator is infinite. This estimator is used in practice and an approximate mean and variance of it are given in almost every book in sampling, but it is not mentioned that we are using \( \hat{N}_d \) under the condition that \( T \neq 0 \). Thus, the mean and variance are actually the conditional mean and variance:

\[
E(\hat{N}_d | T \neq 0) \quad \text{and} \quad \text{Var}(\hat{N}_d | T \neq 0).
\]

If \( T = 0 \), then we may use Chapman (1951) estimator:

\[
\hat{N}_c = \frac{(n_1 + 1)(n_2 + 1)}{T + 1} - 1.
\]

Now,

\[
E(\hat{N}_c) = \sum_{t=0}^{\min(n_1, n_2)} \left( \frac{(n_1 + 1)(n_2 + 1)}{t + 1} - 1 \right) \frac{\binom{n_1}{t} \binom{N - n_1}{n_2 - t}}{\binom{N}{n_2}} = N - \frac{(n_2 + 1)\binom{N - n_1}{n_2 + 1}}{\binom{N}{n_2}},
\]

\[
\text{Var}(\hat{R}_c) = \sum_{t=0}^{\min(n_1, n_2)} \left( \frac{(n_1 + 1)(n_2 + 1)}{t + 1} - 1 - E(\hat{R}_c) \right)^2 \frac{(n_1)(n_2 + 1)(n_2 - t)(n_1 + 1)}{\binom{n_1}{n_2}^2}.
\]

For more details, see Al-Saleh and Ababneh (2022), Lohe (1999).

Clearly, \( \hat{N}_c \) is symmetric in \( n_1 \) and \( n_2 \) i.e. \( \hat{N}_c(n_2, n_1) = \hat{N}_c(n_1, n_2) \). Also, its mean and variance are symmetric in \( n_1 \) and \( n_2 \). \( E(\hat{N}_c) \leq N \), so \( \hat{N}_c \) is negatively biased.

- An estimate of \( \text{Var}(\hat{N}_c) \) is \( \text{Var}(\hat{N}_c) = \frac{(n_1 + 1)(n_2 + 1)(n_1 - t)(n_2 - t)}{(t + 1)^2(t + 2)} \), (Seber 1970). A strange thing about this estimate is that its unit is not the square of the unit of the measurement; if the unit of measurement is cm then the mean is in \( \text{cm} \) but the variance should be in \( \text{cm}^2 \). Here, if we are estimating the total number of fish in a sea, then if \( n_1 = 54, \ n_2 = 30, \ t = 10 \) then based on the above estimates “\( N \) is estimated by 154 fish with variance about 252 fish not \( \text{fish}^2 \).

Al-Saleh and Ababneh(2022) introduced the following estimator of \( N \) based on direct sampling method:

\[
\text{Var}(\hat{N}_c) = \frac{(n_1 + 1)(n_2 + 1)(n_1 - t)(n_2 - t)}{(t + 1)^2(t + 2)}.
\]
\[
\hat{N}_S = \begin{cases} 
\hat{N}_d & \text{if } T \neq 0 \\
\hat{N}_c & \text{if } T = 0
\end{cases} = \bar{N}_c I_{(T=0)} + \bar{N}_d I_{(T \neq 0)}.
\]

It was concluded that \( \hat{N}_S \) is more efficient than Chapman estimator for small to moderate sample size, but less efficient for large sample size.

(ii) Capture-Recapture Technique-Inverse Sampling

This is another method to estimate the population size \( N \). This technique can be performed using the following steps:

1. Select a random sample of size \( n_1 \), mark all the elements in the sample, then release the marked elements to the population.
2. Wait a suitable period of time for the marked units to spread out into the population (in the case of mobile population), then select elements continuously and independently from the population until \( l \) marked elements are obtained (\( t \) is specified in advance). \( t \) is a suitable integer; \( 1 \leq t \leq n_1 \).

Let \( N_2 \) be the required sample size to obtain \( l \) marked elements (recaptured one). Note that \( n_1 \) and \( l \) are fixed in advance, but \( N_2 \) is a random variable that has a negative hypergeometric distribution with prob. function given by: (See Al-Saleh and Ababneh, 2022):

\[
p_{N_2}(n_2) = \binom{N-n_1}{t-1} \frac{n_1-t+1}{N-n_2+1}, \quad n_2 = t, t+1, t+2, \ldots, N-n_1+t.
\]

\[
E(N_2) = \frac{t(N+1)}{n_1+1}, \quad (\text{Balakrishnan et al.} 2003)
\]

\[
Var(N_2) = \frac{t(N+1)(N-n_1)(n_1+1-t)}{(n_1+1)(n_1+2)}, \quad (\text{Khan} \, 1994).
\]

Using the method of moments, the population size is estimated by (see Schaeffer et al. (1995)):

\[
\hat{N}_I = \frac{n_1 N_2}{t}; \quad 1 \leq n_1.
\]

\[
E(\hat{N}_I) = \frac{n_1(N+1)}{(n_1+1)}, \quad Var(\hat{N}_I) = \frac{n_1^2(N+1)(N-n_1)(n_1+1-t)}{t(n_1+1)(n_1+2)}.
\]

Note that \( E(\hat{N}_I) \) is free of \( t \) and increasing in \( n_1 \) increases, but the variance is decreasing \( t \). \( \hat{N}_I \) is negatively biased; its bias is: \( Bias(\hat{N}_I) = E(\hat{N}_I) - N = \frac{(n_1 - N)}{(n_1 + 1)} \). Clearly, the bias is decreasing in \( n_1 \) but free of \( t \).

- The same comment about the unit of the variance mentioned above is applied here.
- The net sample size is \( n = n_1 + N_2 \); it is a r.v. with

\[
E(n) = n_1 + \frac{t(N+1)}{n_1+1}.
\]

- If \( n_1 \) is a simple random sample, what can we say about \( n \) or \( E(n) \)?

3. Suggested Estimator

The following technique can be used when getting infinite \( \hat{N}_I \). The technique is a combination of the two Capture-Recapture methods (direct and indirect). The following is a description of suggested technique:
1. Based on direct sampling: a random sample of \( n_1 \) elements are selected, tagged and released back to the population. After waiting enough time for the tagged elements to spread out into a population, a second random sample of size \( n_2 \) elements is chosen and the number of tagged elements \( T \) (recaptured ones) is determined. If \( T \neq 0 \), then Petersen estimator can be used to estimate \( N: \hat{N}_d = n_1 n_2 / T \).

2. If \( T = 0 \), then continue sampling until obtaining \( T = 1 \).

Let \( N_3 \) be the required number of chosen elements to obtain the first tagged element. In this case a suitable estimator of \( N \) is

\[
\hat{N}^* = \frac{n_1 (n_1 + N_1)}{1}.
\]

Note that \( N_3 \) is a r.v. that has negative hypergeometric distribution:

\[
P(N_3 = n_3) = p(n_3) = \begin{pmatrix} n_1 \\ n_1 - 1 \\ N - n_2 \\ n_3 - 1 \end{pmatrix} \frac{n_1}{N - n_2 - n_1 + 1},
\]

\[
n_3 = 1, 2, 3, ..., N - n_1 - n_2 + 1, E(N_3) = \frac{(N - n_2 + 1)}{n_1 + 1}; \text{Var}(N_3) = \frac{(N - n_2 + 1)(N - n_2 - n_1)n_1}{(n_1 + n_2 + 1)^2(n_1 + n_2 + 2)}.
\]

The net sample size is \( n = n_1 + n_2 + N_3 \); it is a random variable with:

\[
E(n) = n_1 + n_2 + \frac{(N - n_2 + 1)}{n_1 + 1}.
\]

The suggested estimator is:

\[
\bar{R}_d = \begin{cases} \bar{R}_d & \text{if } T \neq 0 \\ \hat{N}^* & \text{if } T = 0 \end{cases} = \bar{R}_d I_{(T \neq 0)} + \hat{N}^* I_{(T = 0)}.
\]

Now,

\[
E(\hat{N}_a) = E(E(\hat{N}_a | T)),
\]

\[
E(\hat{N}_a | T) = \frac{1}{T} E(n_n_2) I_{(T \neq 0)} + E(n_1(n_2 + n_3)) I_{(T = 0)}
\]

\[
= \frac{1}{T} (n_n_2) I_{(T \neq 0)} + n_1 \left( \frac{n_2 + (N - n_2 + 1)}{n_1 + 1} \right) I_{(T = 0)}.
\]

Thus,

\[
E\left(E\left(\hat{N}_a | T\right)\right) = E\left(\frac{1}{T} (n_n_2) I_{(T \neq 0)} + n_1 \left( \frac{n_2 + (N - n_2 + 1)}{n_1 + 1} \right) I_{(T = 0)}\right)
\]

\[
= n_n_2 E\left(\frac{1}{T} I_{(T \neq 0)}\right) + n_1 \left( \frac{n_2 + (N - n_2 + 1)}{n_1 + 1} \right) E\left(I_{(T = 0)}\right).
\]

Thus,

\[
E(\hat{N}_a) = n_n_2 \sum_{t=1}^{\min(n_1, n_2)} \frac{1}{t} \begin{pmatrix} n_1 \\ t \\ n_2 - t \end{pmatrix} \begin{pmatrix} N - n_1 \\ N \end{pmatrix} + n_1 \left( \frac{n_2 + (N - n_2 + 1)}{n_1 + 1} \right) \begin{pmatrix} n_1 \\ n_2 \end{pmatrix} \begin{pmatrix} N - n_1 \\ N \end{pmatrix}.
\]

\[
\text{Var}(\hat{N}_a) = E(\hat{N}_a)^2 - \left(\hat{E}(\hat{N}_a)\right)^2.
\]
Now,
\[
E(\hat{N}_A)^2 = E\left(\left(\hat{N}_d I(\tau \neq 0) + \hat{R}^* I(\tau = 0)\right)^2\right) = E\left(\left((\hat{N}_d I(\tau \neq 0))^2 + (\hat{R}^* I(\tau = 0))^2\right)\right) = E\left(E\left(\left(\hat{R}^2 I(\tau \neq 0) | T\right)\right) + E\left(E\left((\hat{R}^*|^2 | T\right)\right)\right)\right).
\]

Similarly, we can find \(E\left(\hat{N}_d|^2 | T\right)\) and \(E\left(\hat{R}^2 | T\right)\) as the expected value of \(\hat{N}_A\).

\[
E\left(\hat{N}_A^2\right) = E\left(\left(n_1 n_2 + n_1 n_3\right) I(\tau = 0) | T\right) = E\left(\left((N-n_2+1)(N-n_2-n_1)\right) + \left(\frac{(N-n_2+1)}{n_1+1}\right) + 2n_1n_2 E\left(n_1\right)\right) I(\tau = 0)
\]

\[
= \left(n_1 n_2 + n_1 \left(\frac{(N-n_2+1)(N-n_2-n_1)}{(N-n_2+1)(n_1+n_2+2)} + \left(\frac{(N-n_2+1)}{n_1+1}\right) + 2n_1n_2 E\left(n_1\right)\right)\right) \frac{N-n_1}{n_2} \frac{N}{n_2}
\]

Therefore, the final formula of the variance is:

\[
Var\left(\hat{N}_A\right) = (n_1 n_2) \sum_{i=t}^{\min(n_1, n_2)} \frac{\left(n_i\right) \left(N-n_i\right)}{N-t} \frac{n_2-t}{n_2} + \left(n_1 n_2 + n_1 \left(\frac{(N-n_2+1)(N-n_2-n_1)}{(N-n_2+1)(n_1+n_2+2)} + \left(\frac{(N-n_2+1)}{n_1+1}\right) + 2n_1n_2 E\left(n_1\right)\right)\right) \frac{N-n_1}{n_2} \frac{N}{n_2}
\]

To see the performance of \(\hat{N}_A\), the efficiency of \(\hat{N}_A\) w.r.t \(\hat{N}_C\),

\[
Eff\left(\hat{N}_A; \hat{N}_C\right) = \frac{\text{MSE}(\hat{N}_C)}{\text{MSE}(\hat{N}_A)}
\]

is computed for different values of \(N\) and \(E(n)\). The values are given in Table 1. It can be

seen that \(\hat{N}_C\) is more efficient than \(\hat{N}_A\). Thus, \(\hat{N}_C\) is a better choice to use when \(\hat{N}_A\) can’t be used.

### 4. Conclusions

In this paper, we have closely looked at the two methods of Capture-Recapture technique, the direct sampling and inverse sampling, to estimate the population size, we introduced a new estimator that combines the two methods of Capture-Recapture Technique. It turned out that Chapman (1951) estimator is a better choice. Some hidden properties are highlighted, some of these properties are rarely mentioned in classrooms. Thus, the content of the paper can be a good contribution to statistical education.

#### Table 1. \(\text{MSE}(\hat{N}_A), \text{MSE}(\hat{N}_C) & \text{Eff}(\hat{N}_A, \hat{N}_C)\)

<table>
<thead>
<tr>
<th>(N)</th>
<th>(E(n))</th>
<th>(\text{MSE}(\hat{N}_A))</th>
<th>(\text{MSE}(\hat{N}_C))</th>
<th>(\text{Eff}(\hat{N}_A, \hat{N}_C))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>179</td>
<td>4.6910×10^5</td>
<td>1.3663×10^5</td>
<td>0.275</td>
</tr>
<tr>
<td>189</td>
<td>3.3105×10^5</td>
<td>1.1689×10^5</td>
<td>0.353</td>
<td></td>
</tr>
<tr>
<td>199</td>
<td>2.4451×10^5</td>
<td>1.0097×10^5</td>
<td>0.412</td>
<td></td>
</tr>
<tr>
<td>205</td>
<td>3.0526×10^5</td>
<td>6.9123×10^5</td>
<td>0.226</td>
<td></td>
</tr>
<tr>
<td>218</td>
<td>2.2406×10^5</td>
<td>6.4354×10^5</td>
<td>0.287</td>
<td></td>
</tr>
</tbody>
</table>
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