International Journal of Statistics and Probability; Vol. 11, No. 6; November 2022
ISSN 1927-7032  E-ISSN 1927-7040
Published by Canadian Center of Science and Education

Negative Binomial and Geometric; Bivariate and Difference Distributions

Yusra A. Tashkandy

Correspondence: Department of Statistics and Operations Research, College of Sciences, King Saud University, Riyadh
145111, Saudi Arabia

Received: September 17, 2022  Accepted: October 18, 2022  Online Published: October 30, 2022
doi:10.5539/ijsp.v11n6p60 URL.: https://doi.org/10.5539/ijsp.v11n6p60

Abstract

A similarity and a difference between bivariate negative binomial distribution and bivariate geometric distribution is
presented. The distribution of negative binomial difference and geometric difference and the corresponding
characteristic function are presented.
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1. Introduction

As a bivariate extension of two exponential distributions, Freund (1961) created his model. A family of bivariate
distributions produced by the bivariate Bernoulli distributions were explored by Marshall and Olkin (1985). Bivariate
exponential and geometric distributions were explored by Nair and Nair (1988). In Basu and Dhar (1995) presented the
BGD (B&D) bivariate geometric model, which is comparable to the Marshall and Olkin (1985) bivariate distribution. A
new discrete analog of Freund's model, called BGD (F), was developed by Dhar (1998).

In their 2008 study, Ong et al. studied at the distribution of two discrete random variables from the Panjer family. A
skewed distribution known as the generalized discrete Laplace distribution was introduced by Lekshmi and Sebastian
(2014). In their 2014 study, Nastic et al. presented the negative binomial difference distribution with an equal chance of
success using the INAR model with discrete Laplace marginal distribution. The difference between two independent
negative binomial random variables with various parameters was taken into consideration by Song and Smith (2011).

The distribution of Z = X; — X, when X, and X, are drawn from one of the following bivariate negative binomial
distributions or one of the following bivariate geometric distributions is what we are examining in this paper.

2. Bivariate Negative Binomial Distributions
2.1 Double Negative Binomial
The probability density function for the bivariate negative binomial distribution of X, and X, is given by

x1+7’1—1>(x2+1'2—1

) (1 =p)" (1 = p2)72p1 ™02 x1,%, = 0,1, ...
X, X,

fln ) = (
where 7,1, > 0,0 <p,p, < 1.
where the probability distribution of X; is given by

xi+ri—1
Xi

flx) = ( )pi’"’(l —p)x; =012, ...

and X; ,X, be two independent random variables with negative binomial distributions.

_ T _ r
The characteristic function provided by ¢y, x,(t,s) = ( 17P1 ) ' ( 1°P2 ) ’

1_pleit 1_pzei5
2.2 Chou Bivariate Negative Binomial

A bivariate negative binomial distribution is proposed by Chou et al. (2011) as a combination of bivariate Poisson and
Gamma distributions. Given by is the joint probability density function.
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[y +x,+7) rp1p,*2
flx,x,) = Tl TG) G T po ot gy ke = 0,12,..

where r,p;,p, = 0. The marginal mass function is given by

f(xi)=(T+J)Z—1)(%)xi(r-:pi)r

with correlation coefficient

P1DP2
p1pz + (1 +py +p2)

corr(xy,x,) = \]

-
and the characteristic function given by @y, x,(t,s) = (Hp pos ; prra eis)
1 27P1 P2

2.3 Dependent Bivariate Negative Binomial

Dependent two-variate negative binomial distribution with p = 1_2#”2 correlation. Given is the probability density
102
function.
Xy +x,+r—1
f(xll Xz) = < ' xi Xy )(1 —bh1— pZ)rplxlpZXZ; X1, X2 = 0,1,

where 7>0,0<p;,p, <1, p+p, <1

_ _ r
with the characteristic function presented bygy x. (t,s) = (%)
—P1 P2

2.4 Arbous and Sichel Bivariate Negative Binomial

A symmetric bivariate negative binomial distribution with a probability mass function was first introduced by Arbous
and Sichel (1954)
X1+Xxp

s X1, %, = 0,1, ...

fxl,xz (x1,%2) =

(x1+x2+r—1)!( r )T( 6 )
X1l (r =1 \r+20/ \r+20

where 1,0 > 0.

T
The characteristic function defined by ¢y, x, (t,s) = (m)
and the marginal probability mass function of X;

_ xi+r—1) r T( 0 ) o
in(xi)—< M (r+9) ——) xi=0L..

2.5 Lundbergs Bivariate Negative Binomial

The bivariate negative binomial distributions created by Arbous and Sichel (1954) are a special case of those created by
Lundberg (1940), where p = ﬁ, represents for the bivariate negative binomial distributions with the probability mass

function
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frpx, (b1, X2) = (G 42 +7 — ! (1 —p)r( p

X1+xo
;X% = 0,1, ...
! r=—1D! \1+p 1+p) %
where r > 0,0 <p < 1.

_ r
and the characteristic function ¢y, x,(t,s) = (m) .

2.6 Rao Bivariate Negative Binomial

Rao et al. (1973) gave a bivariate negative binomial distribution with probability mass function fy x, (x1,x;) =

x1+x2+r—1) X1+ X\, 1mw) ¥tz B

( X1 + Xy ( X1 )W ( 2 ) X1, X2 = 0,1, ..

where ¥ > 0,0 <w < 1.

With the characteristic function given by @y x (t,s) = ( 2w )T
KX ko 2—(1-w)elt—(1-w)els

2.7 Bivariate Negative Binomial by Redaction Method

Suppose that ¥; =X, + X; and Y, = X, + X, have a negative binomial distribution, where X;~NB(r;,p), and

X;,i =0,1,2 are independent. The joint probability mass function is given by

(ro+r+y, — D' +1+y, — D!
yily! (g + 1 — D (g + 1, — 1)!

for y,,y, =0,1, ..., where 15,73,7, >0 and 0 <p < 1.

le,yz 1, y2) = 1- p)270+71+72p3h+)’z

. - . . _( 1-p TotT1 o 1-p \T0t72
with the characteristic function given by ¢y, v, (t,s) = (m) (m)
Conclusion 1. When we compare the characteristic function, we find that there are only differences between double
negative binomial distributions and dependent bivariate negative binomial distributions. We can find the other bivariate
distributions by reparametrized double negative binomial distributions or dependent bivariate negative binomial
distributions.

Proof. The characteristic function for each bivariate is given by:

r
Chou bivariate negative binomial distribution: t,s) = ( L _ )
g (le,Xz( ) T+P12+P22—P12et—paets

_ _ r
Dependent bivariate negative binomial distribution: @y, x, (t,s) = (%)
~P13 —P23

-
Arbous and Sichel bivariate negative binomial distribution: ¢y, x,(t,s) = (m)

_ T
Lundberg bivariate negative binomial distribution: ¢y, v, (t,s) = (m)

-
Rao bivariate negative binomial distribution: ¢y, v, (t,s) = (2_(1_W):i't”_(1_w)eis)

By comparing characteristic functions, we find that:

P13
1-p13—P23

D23

and P22 = 1-p13—P23

If p1z = , then Chou & dependent

If p;, =Py, = 0, then Chou & Arbous and Sichel

If P12 =p2z = (ITTpp), then Chou & Lundberg’s

r(1-w)

, then Chou © Rao
2w

If pi, =pyp =
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Thus, the joint distributions according to dependent, Chou, Arbous and Sichel, Lundberg and Rao bivariate negative
binomial distributions are corresponding distributions.

The characteristic function for the independent bivariate negative binomial distribution and the bivariate one using the
redaction method given by

1-— p 11 1-— p 21
Ox,x,(t,S) = ( : ) ( z )

1—pe’t 1—p,e®
1-p 1-p
Pxix (65) = (1 - pe"f> (1 - pe"5>
we find that, if p; =p, =p, 1 =197 + 117 and ry; = 1y, + 155, then the independent bivariate negative binomial
distribution and the bivariate with the redaction method are corresponding distributions.

To7+T17 To7+727

Then we only need to define two different distributions for the negative binomial difference distribution.

3. Negative Binomial Difference Distributions
3.1 Independent Negative Binomial Difference

If X; and X, are jointly distributed by double negative binomial distribution, then the random variable Z = X; — X,
has the negative binomial difference distribution. The probability distribution is given by Ong, et. Al (2008):

+z—-1
f2(2) = (T1 ZZ ) A=p)" (A =p)2pf Fi(rn +z1+z,p1p2); 2= 0,12, ...

and f(z; 7y, p1,72,02) = f (=2 15,02, 71, P1)
or

(PN AP A= ppf R+ sz Lpp) 5 2=012,.

fxl—xz(z) =
rn—z—1 -
( ’ —Zz )(1 — )"t (A —p)7p;7 JFi (e —z1—zp1p2) 5 2= —1,-2, ..

_ T _ T
The characteristic function is given by ¢, (t) = ( 1P ) 1( 1P ) :

1-pseit 1-pgeit

"P1 _ T2P2
1-p1  1-p

T1P1 202
(1-p1)?  (1-p2)?

The expected value is E(Z) = while the variance is V(Z) =

frn=r=r

p%z=012, ..
o) =

) [A=—p)A—p)]" Fi(rr+z[;1+ |Z|;p1p2){ lzl.  _
v, ;z=-1,-2,..

2

r+ |zl -1
||

mn,17=200<p;,p, <1

<Pz(t)=< 1-p)A-py) )

(1—-pe)(1 —pye™™)
3.2 Dependent Negative Binomial Difference

Let X, and X, be jointly distributed dependent bivariate negative binomial distribution, then the probability
distribution for the difference z = x; — x, random variable be given by

)(1_ C ) % oF T+|Z|r+|Z|+1'1+|Z|'4 pZz=012,..
P1— P2 2l 2 2 ; ; ¥P1P2 plzl'Z=—1,—2,...

2

r+lzl -1
|z

f2(2) =<

- r —
The characteristic function is given by ¢,(t) = (%) . The expected value is E(Z) = %, and the
—P1 P2 —P17P2

r(p1+Dp2—2p1P2)

variance is V(Z) = FE—
—P17P2

Conclusion 2. The negative binomial difference between X; and X, is the same for any bivariate negative binomial
distribution.
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Proof. The characteristic function from both negative binomial differences is compared, and we discover that, for every

. _ _ T
0<p,p, <1, py+p,<1,0r 0<gq;<1, there are p; = q‘q , then, @,(t) = (M) & @ut) =
142

1+q 1-pjeit—pye~it
.
1-g1)(1— 1-/1-4 —
( ( ?f)( qZ)_u> ‘where q; = J Pibz i
(1-q1e')(1-qze~i) 2pj

4. Bivariate Geometric Distributions
4.1 Independent Bivariate Geometric
Let X and Y be independent, bivariate geometric distributions, and
fO,y) =@ —p)A —p)p*p”5 %,y =012, ...
be their probability density function.

(1-p)(A-p2)
(1-p1ei)(1-pae’s)
4.2 Dependent Bivariate Geometric
Let X and Y be dependent bivariate geometric distributions, where

The @xy(t,s) = provided characteristic function.

X, +x
flx1,xz) = ( 1x1 2) (1 =p1 —p2)pi*p2”; x,y =0,1, ...

where 0 <p,p, <1, p,+p, <1

1-p1-p2

denotes the probability density function and @y (t,s) = el —pao denotes the characteristic function.
—P1 —P2

4.3 Omey and Minkova Bivariate Geometric
A bivariate geometric distribution with a probability density function supplied by

PP (1 —p)Y iy >x =1
fl,y) = 0 X=y
piP2q” T —p)* Y x>y =1

where p;,0,,q=0, py+p, +q=1

plpzeitﬂ's ( elt els

1-qelt*is \1-(1-py)elt ~ 1-(1-pple’s

and a characteristic function defined by ¢y (t,s) = ) was proposed by Omey and

Minkova (2013).

4.4 Bao Bivariate Geometric
Bao (2011) suggested a bivariate geometric distribution with the characteristic function denoted by ¢y y(t,s) =
eltis ( n P2 (P2+P12)e't P1(P1+p12)e’s
(1-qeittis) P12 1-(1-pz-p1z)el  1-(1-p1-pi)e’s

) and a probability density function denoted by

pi(p1+ P12 A —py —p) Ly >y =12, ..
f,y) = P12q* " ix=y,xy=12,..
P2(p2 +P12)8” (A —p, —p1)* YV x> yx,y =12, ...
where ¢ =1 —p; —p; —P12,0 S P, P2, P12 < 1.
4.5 Basu and Dhar Bivariate Geometric

A bivariate geometric model (BGD (B&D)) similar to Marshall and Olkin's (1967) bivariate distribution with the pmf

q:(1— P2P12)P1x_1(p2P12)y_13y >x
fC,y) =4 0102012)" (1 = p1P12 — P2P12 + P1P2P12)i X = Y
q2(1 = p1p12)P”  H(Pap12) x>y
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where 1 < X,y € Z+'qi =1 _pi;i = 1,2, 0< D1, P2 <1
and characteristic function given by

elt+lS

Pxy(t,s) = was

P1P1202(1-pip1z)e’t + P2p12d1(1-p2p1z)e’s
1-pypyzett 1-p2p12e"s

((1 — P1P12 — D2P12 + P1P2P12) t+

(1-p1p2p1zeit+is)

proposed by Basu and Dhar (1995).

Conclusion 3. There are only two different bivariate geometric distributions, and by reparametrizing these two, we can
identify the remaining bivariate distributions.

Proof. According to separately, Omey and Minkova, Bao and Basu, and Dhar, the joint distributions are the equivalent
distributions.

By displaying the distinctive properties of each distribution, which include

1-p)A-py) _ 1-p)A-py) e‘tp, 4 ep,
(1 =pe®)(1 = pye®) 1 —pyp,eittis 1—pelt  1—p,es

Pxy(t,s) =

at X,Y # 0, then

1— 1— eit+is eit eis
(pX,y(t, 5) = ( p1)( p2) (1 " P1 D2 )

1_p1pzeit+i5 1_pleit+1_pzei5

Pr3PysetHs eit ets
t’ s) = — 7 i
Pxy (t,5) 1 — gget+is \1 — qy5eit 1 q23€"

_ 1-(q13 + QZs)eit+is)p13p239it+is _ P13p239it+i5(1 —e't —eb)
(1 - q3e’*5)(1 — q3e')(1 — gp3e™) (1 — qze™*5)(1 — qy3e™) (1 — qp3e™)

elt+l$

+ it + is
Bao: <Px,y(t' s) = P24(P24+P124)e P14(P14t+P124)E )

D —— + n n
(1-qqeit+is) (p124 1-(1-pza—P1z4)e’t  1-(1-p1a—pi124)e’s

If pi12s = (A —p)A —D2), Pra =021 —p1), P2a =01 (1 —py), and q, = pip,, then independent at X,Y #
0 © Bao.

elt+l$

Basu and Dhar Bivariate Geometric: qox_y(t,s)=(1 T
~P15P25P125

((1 — P15P12s — P25Pizs + P1sP2sPizs) +

P15P125925(1-P1sP1zs)e’t | P2sPizsdis(1—paspizs)e’
1-pyspizsett 1-p2sp1zse’’

If pios =1, then independent at X,Y # 0 & Basu and Dhar.

5. Geometric Difference Distributions
5.1 Independent Geometric Difference

The probability distribution for the difference Z =X —Y is a random variable if X and Y are simultaneously
distributed according to an independent bivariate geometric distribution.

F2) = 1 -p)A—py) {pz‘z;z <0
1—-pip2 p1%z>0
The characteristic function is ¢,(t) = (%). The expected value is E(Z) = %—%, while the
—P1 P2 —P1 P2

P1 |

variance is V(Z) = a2 T Gpp

which corresponds to the Laplace distribution.
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5.2 Dependent Geometric Difference
If X and Y are jointly distributed according to a dependent bivariate geometric distribution.
The probability distribution for the difference Z = X —Y random variable is given by

1+ |z 2+ |z p%z=0,12,..
fxl—xz(z) =(1—p1—p2)* 2F1< —— 1+ |z]; 4p1p2 |z, _
v, ;z=-1,-2,..

2 2

The characteristic function is given by ¢,(t) = (H’#). The expected value is E(Z) = Pa—
—r1

1-pyeit—pe~it

P1+P2—2p1P2

variance is V(Z) = Aprpy)?
—P17P2

while the

Conclusion 4. The Laplace distribution is the same geometric difference between X; and X, if they come from any

bivariate geometric distribution.

qi

Proof. Forany 0 <p;,p, <1, py+p,<1l,0or 0<gq; <1, thereare p; = Traia
142

then, () = (=22} & (1) = (M)

1-pyeit—pye=it (1-qqeit)(1-gzeit)

1-/1-4p1p;

where q; = -
J

RE-BE
6. New formula of ,F; Hypergeometric Function

For the hypergeometric function ,F,(.,.;.;
following theorem provides additional relations.

Forany a>0, b >0 and 0 <p;,p,,p < 1.

w [ @DmD)m
1. Y, (M (plpz)") [ JFn+a,Ln+1;p)+ Fi(n+b,L;n+1; pz)] = !

n!2

Fi(a,b; 1; Plpz)]

: w (@Dm n)? _
i. Zn=0<&p") JF(n+a l;n+1;p) =§[(1—p) 2a 4 ,F(a a1;p?)]

n!

. w  ((@m)?
. Zn:O( X )) (plpz)n[ JFintalntLp)+ Fi(n+a L,n+1;p,)

n!
oFi(a,a;1; P1p2)]

. 27 cos(|nl|t) _ _ —2a
iii. e J; apeoso e 4t = 211 =p)

w @Wm®m
2. Zn:OM (Plpz)n[P1(n +a),Fi(n+a,2;n+2;p) —p,(n+b) ;Fi(n+b,2;n + 2; Pz)] =

n!(n—-1)!

1 (11171 _ bl’z)
(1-pD%(1-p2)? \1-p;  1-p

or
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T'(a+ DT (b)p,
(1 —p)** (1 —py)?

ir(m a+ 1DI(n+b)

n! (n _ 1)| (pl)n+1(p2)n 2F1(n + a, 2! n+ 2ﬁp1) -

n=0

=il"(a+n)l"(b+1+n)

1 . .
nIT(n) (@)™ ()™ 2Fi(n+ b, 2;n + 25 py)

n=0
3 T'(@r b+ 1p,
(1= p(1 —py)Pt?

: w @m®n i
i. Y= oﬁ pP(a+n) Fila+n2n+2p)—(b+n) ,F(b+n2n+2p)|= (1_(:)%
. o  (atm@em* n . . . o] =
i Ym0 oy~ @1P2) [P Fi(n+ @, 2n + 2p)) —p2 oFi(n+ @, 2+ 25p,)] =
a ( P1 _ P2 )
[A-p)(A-p)]* \1-p; 1-py
3. (I-p)*(A—-p)P Xy [p1 (@ 2Fr(b,a+mn+1,0102) + 0" (D) 2Fa(a b +nyn+ 1;p,p,)| =
____2abpip;
(1 - )2( tap)+ T (1 P2 )2 A +bp2) — o -
or
- n2(@) ) abpp,
(1 - p)a(l — )bz— " F(ba+mn+1;pp,) — (1+ap) + w2
pP1 b2 -~ n! P11 201 p1Db2 ( )2 p1 ( _p1)(1 _pz)
- le(b) p" bp,
= (=)A= po) ) B R @b Fmin+ Lpaps) + gy (14 bpo)

n=0

_ abpip;
1-p)A—-py)

. 2,n
i (1 — p)a+b Z,‘;":O% [(a)(n) CFi(b,a+n;1+mn;p%)+ (b)) 2F1(a,b +n;n + 1;p2)] =

= p)z[a+b+p(a—b)]

.. np(a)
1. Zn OT(n) F(n+aan+1p) %

2m cos(nt) _ ap
1. Zn 02” fo (1—2pcos(H)+pH)® dt = (1—p)2(+a)

. o M@
Iv. [(1-p)(A - Pz)]aZn:OT() Fi(n+a,a;n+ 1Lpip)p" + 0" = b )2 (1+ap) +

(-

___2apip2
A+ ap2) = o5 s

1- p)z

(b)(lm (pze—it)n JFila,n+b;n+1;pp,) —

o @@ i o
4. anof (p1e™)" ,F;(n+ a,b;n + 1;p1p,) + Xn=o

1
(1-preit)* (1-preit)”

Fi(a,b; 1;p1p;) =
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@ . y
i JFi(a,a+m14npp) [(pre)" + (pe7)"] = LFi(a,a;1;p1p,) =

n!

. Y=o

1
[(1-p1e®)(1-pze=i6)]"

cos(|n|t) _ 2m
(1-2pcos(t)+p2)®  [(1-peit)(1-pe~it)]*

i, T el [

_ 1
[(1-peit)(1-pe=it)]*

ii. Yo (aff’” Fi(a,a+mn+1p%) [(pe)™ + (pe™)"] — ,Fi(a,a; 1;p?)

; o @and  nl,itn . cn2Y) — 1
iv. Yooy Pe oFi(Inl + a, a5 Inl + 15p%) = e (e T
. b .
V. Z;’{;O% (pe! )" ,Fi(n+a,b;n + 1;p%) + Z;‘{;O% (pe " ,F (a,n+ b;n + 1;p?) —

F,(a,b;1;p?) = !
2Fi(a p?) (1—peit)a(1—pe-it)b

5. ,Fi(a,b;b—c+1;2) =%(1 —x/E)Z" JF(a+nb+nb—c+1;2)

b)(jz- —
6. Yo, Oz pixivie=xl g (x| + @, a; |x] + 1;p%) 5F (|2 — x| + b, b |z — x| + 1;p?) =

|z—x|!|x|!

(at+b)(z)
|z|!

p"? ,F (Iz| + a + b,a + b; |z| + 1;p?)
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