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Chedly Gélin Louzayadio1,4, Rodnellin Onésime Malouata2,4 & Michel Diafouka Koukouatikissa3,4

1 Faculty of Economic Sciences, Marien Ngouabi University, BP 69, Brazzaville, Congo
2 Higher Institute of Management, Marien Ngouabi University, BP 69, Brazzaville, Congo
3 Normal School Higher, Marien Ngouabi University, BP 69, Brazzaville, Congo
4 Laboratory of statistics and analysis of data (Labsad), Faculty of Sciences and Technics, Marien Ngouabi University,
BP 69, Brazzaville, Congo
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Abstract

In this paper, we present a new weighted Poisson distribution for modeling underdispersed count data. Weighted Poisson
distribution occurs naturally in contexts where the probability that a particular observation of Poisson variable enters the
sample gets multiplied by some non-negative weight function. Suppose a realization y of Y a Poisson random variable
enters the investigator’s record with probability proportional to w(y): Clearly, the recorded y is not an observation on Y ,
but on the random variable Yw, which is said to be the weighted version of Y . This distribution has three parameters
and belongs to the exponential family, it includes and generalizes the Poisson distribution by weighting. It is a discrete
distribution that is more flexible than other weighted Poisson distributions that have been proposed for modeling underdis-
persed count data, for example, the extended Poisson distribution (Dimitrov and Kolev, 2000). We present some moment
properties and we estimate its parameters. One classical example is considered to compare the fits of this new distribution
with the extended Poisson distribution.
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1. Introduction

The Poisson distribution is considered the standard distribution for the analysis of count data. However, it is equidispersed
meaning that the mean is equal to the variance. Equivalently, the dispersion index (the ratio of variance to the mean), a
measure of aggregation or repulsion, is always equal to one. In practice, the requirement that the index of dispersion
should equal one is sometimes too restrictive. The data are often overdispersed, i.e. the dispersion index is greater than 1.
For this purpose, a wade variety of distributions has been proposed to model the data. We can quote the negative binomial
distribution, used since Greenwood and Yule in 1920, the weighted Poisson distribution proposed by Castillo and Pérez-
Casany in 1998, the generalization of the Poisson distribution proposed by Consul in 1989, etc. More information on this
topic is in Haight (1967), Johnson et al. (2005), Kendall and Stuart (1979).

The opposite phenomenon is underdispersion, where the index of dispersion is smaller than one. This phenomenon
occurs less frequently, and the choice of distributions is much narrower (Ridout and Besbeas, 2004). Nevertheless, there
are some situations in which underdispersion is well documented, (see, for example in Morgan, 1975 and 1982, Daley and
Maindonald, 1989). However, to model the data, the distribution chosen does not always offer a better fit. It is, therefore,
necessary to find another distribution that better describes the data. For example, data from Kendall in 1961 follow several
distributions underdispersed in particular the extended Poisson distribution proposed by Dimitrov and Kolev in 2000.

The main goal of this paper is to propose another underdispersed distribution that better describes Kendall’s data and to
compare it with the extended Poisson distribution. The distribution proposed here is a weighted Poisson distribution with
three parameters, θ > 0, γ > 2

9 and ξ > 1; we note it WPD(θ, γ, ξ). The weighted Poisson distribution is an alternative to
the Poisson distribution when overdispersion or underdispersion is present (Patil and Rao, 1978, Patil 2002). It allows us
to take into account, among others, the phenomenon of dispersion; we can refer, for example, to Gupta & Ong in 2005,
Shmueli in 2005, Louzayadio et al. in 2013, Louzayadio in 2015, Mizère et al. in 2006, 2013 and their references. A more
general procedure to obtain the weighted Poisson distribution is to multiply the Poisson distribution by the ratio of weight
function to the normalizing constant; (Kokonendji et al., 2008) and their references as well as Balakrishnan & Kozubowski
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in 2008. The weight function that usually appears in the scientific and statistical literature is w(y) = y, which provides the
size-biased version of the random variable. The size-biased version of order k, which corresponds to the weight w(y) = yk

and w(y) = (y + a)k, where k is a real positive number and a is a positive displacement parameter, have also been widely
used (see, Castillo & Pérez-Casany, 1998). The weight function proposed in this paper is wγ,ξ(y) = 1 + γ(y2 + 2y − 1/ξ).

This article is organized as follows: Section 2 reviews and presents some definitions and properties of weighted Poisson
distributions. In Section 3, we introduce the new weighted Poisson distribution WPD (θ, γ, ξ) and we discuss some of its
important features and properties such as its mass function, its cumulative distribution function, its moment generating
function, its moments, its index of dispersion, and its entropy. In Section 4, we compare the stochastic order relationship
between two random variables WPD (θ, γ, ξ). In section 5, we estimate parameters of WPD(θ, γ, ξ). Finally, in Section 6,
we compare the weighted Poisson distribution WPD(θ, γ, ξ) and the extended Poisson distribution EPD (θ, β) using real
data.

2. Preliminaries

In this section, we recall and propose some definitions and properties of weighted Poisson distributions.

Definition 1 (Castillo and Pérez-Casany, 1998) The distribution of Castillo and Pérez-Casany is defined by

pw(y; θ, φ) =
(y + a)r∑+∞

j=0( j + a)r θ j

j!

θy

y!
e−θ, y ∈ N, a > 0, r > 0 and φ = (a, r). (1)

It is a weighted Poisson distribution of weight function

w(y, φ) = (y + a)r

and normalizing constant

Eθ[w(Y, φ)] =

+∞∑
j=0

( j + a)r θ
j

j!
e−θ

finite.

Definition 2 (Dimitrov and Kolev, 2000) Let Y be a β-transformation of a Poisson random variable X with mean θ > 0.
We call extended Poisson distribution denoted by EPD(θ, β), the distribution of the random variable Y defined by

P(Y = y) =


(
1 − e−θ

)
/β y = 0

e−θθy

βy!

(
βy
θ
− 1

)
y = 1, 2, · · ·

;∀θ > 0, β ∈ ]0 , 1[. (2)

We can write this probability mass function (pmf) in the following way

P(Yw = y) =
θy

y!
e−θ

(
β

θ
y − 1

)
β−1


1 − e−θ(
β

θ
y − 1

)
e−θ


δ0(y)

; (3)

where

δ0(y) =

{
1 si y = 0
0 else

is the indicator function in 0.
It is a weighted Poisson distribution of weight function

w(y, θ, β) =

(
β

θ
y − 1

) 
1 − e−θ(
β

θ
y − 1

)
e−θ


δ0(y)

and normalizing constant
Eθ[w(Y, φ)] = β.

The weighted version Yw of Y is characterized by:

E(Yw) = 1 +
β − 1
β

θ and V(Yw) =
β − 1
β2 θ2 +

β + 1
β

θ.
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If β > θ with β ∈]0 , 1[, the EPD(θ, β) is underdispersed because, its index of dispersion IYw (θ) < 1.

Kokonendji et al. in 2008 found several links between weight function and overdispersion or underdispersion. More
specifically, they proved that the log-convexity (log-concavity) of the mean weight function is a necessary and sufficient
condition for a weighted version of a Poisson variable to be overdispersed (underdispersed). We present their results in
the following two proposals:

Proposition 1 Let Y be a Poisson random variable with mean θ > 0 and let

w(y) = w(y; φ), y ∈ N,

be a weight function not depending on θ. Then, the mean weight function θ 7−→ Eθ[w(Y)] is log-convex (or log-concave) if
and only if the weighted version Yw of Y is overdispersed ( or underdispersed). On the other side, the following proposition
allows us to prove that the index of dispersion of WPD (θ, γ, ξ) (see section 3) is smaller than one.

Proposition 2 Let Y be a Poisson random variable with mean θ > 0 and let

w(y) = w(y; φ), y ∈ N,

be a weight function not depending on the Poisson mean parameter θ. Then,

Varθ(Yw) = Eθ(Yw) + θ2 d2

dθ2 ln[Eθ(w(Y; φ))]. (4)

3. Another Weighted Poisson Distribution and Base Properties

Let Y be a standard Poisson random variable with probability mass function (pmf)

p(y, θ) =
θy

y!
e−θ, y ∈ N, θ > 0;

where θ is the canonical parameter. We consider for γ > 2
9 and ξ > 1, the weight function

wγ,ξ(y) = 1 + γ(y2 + 2y − 1/ξ),

the probability mass function (pmf) of the weighted version Ywγ,ξ of Y given by:

pwγ,ξ (y, θ) =
wγ,ξ(y)

Eθ[wγ,ξ(Y)]
p(y, θ), y ∈ N (5)

is a weighted Poisson distribution, denoted by WPD (θ, γ, ξ) where, Eθ[wγ,ξ(Y)] is the normalizing constant.

Let us remark that, we can write (5) in the following way

pwγ,ξ (y, θ) =
exp

(
y ln θ + ln

[
wγ,ξ(y)

])
y!K(θ, γ, ξ)

, (6)

where
K(θ, γ, ξ) =

[
1 + γ

(
θ2 + 3θ − 1/ξ

)]
eθ.

From (6) we see that the WPD (θ, γ, ξ) is an element of the natural exponential family on N. In the figure 1 shown with
the software R we show the appearance of the new weighted Poisson distribution.

The cumulative distribution function (cdf) of a random variable Ywγ,ξ following a WPD (θ, γ, ξ) distribution is given by

FYwγ,ξ = Eθ[wγ,ξ(Y)] − θyEθ

[
t!

(Y + t)!
wγ,ξ(Y + t)

]
,

where t ∈ N.

Through the following propositions, we give the characteristics of WPD(θ, γ, ξ).

Proposition 3 Let Ywγ,ξ be a WPD(θ, γ, ξ) random variable. The moments generating function of Ywγ,ξ , MYwγ,ξ (t), is given
by

MYwγ,ξ (t) =
exp[θ(et − 1)]

1 + γ

(
θ2 + 3θ −

1
ξ

) (
1 + θ2γe2t + 3θγet −

γ

ξ

)
. (7)
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Figure 1. Probability mass functions (6) for θ = 0.1, 0.5, 2, 5, γ = 0.3 and ξ = 1.5

Proof.

MYwγ,ξ (t) = E(etYwγ,ξ ) =

+∞∑
y=0

ety pwγ,ξ (y, θ)

=
e−θ

1 + γ

(
θ2 + 3θ −

1
ξ

) +∞∑
y=0

(
ety

[
1 + γ

(
y2 + 2y −

1
ξ

)]
θy

y!

)

=
e−θ

1 + γ

(
θ2 + 3θ −

1
ξ

) (
1 + θ2γe2t + 3θγet −

γ

ξ

) +∞∑
y=0

(
θet)y

y!

=
exp[θ(et − 1)]

1 + γ

(
θ2 + 3θ −

1
ξ

) (
1 + θ2γe2t + 3θγet −

γ

ξ

)
.

Proposition 4 If Ywγ,ξ is a WPD(θ, γ, ξ) random variables, then we have

E(Ywγ,ξ ) =
d

dµ
b(µ) = γ

θ3 + 5θ2 +

(
3 +

1
γ
−

1
ξ

)
θ

1 + γ

(
θ2 + 3θ −

1
ξ

) , (8)

160



http://ijsp.ccsenet.org International Journal of Statistics and Probability Vol. 10, No. 4; 2021

and

Var(Ywγ,ξ ) = γ


γθ4 + 6γθ3 +

(
12γ2 +

γ2

ξ
− γ −

3
ξ
γ + 3

)
θ2 + 10

(
γ −

γ2

ξ

)
θ +

γ2

ξ2 − 3
γ2

ξ
+ 3γ − 2

γ

ξ
+ 1[

1 + γ

(
θ2 + 3θ −

1
ξ

)]2

 . (9)

Proof. In fact, the WPD(θ, γ, ξ) is an element of the natural exponential family, because

pwγ,ξ (y, θ) =

1 + γ

(
y2 + 2y −

1
ξ

)
y!

exp
{

y ln θ − ln
[
1 + γ

(
θ2 + 3θ −

1
ξ

)]
− θ

}
;

with canonical parameter and cumulant function respectively

µ = ln θ and b(µ) = ln
[
1 + γ

(
e2µ + 3eµ −

1
ξ

)]
+ eµ,

(Jørgensen, 1997). So, the mean is

E(Ywγ,ξ ) =
d

dµ
b(µ) = γ

e3µ + 5e2µ +

(
3 +

ξ − γ

γξ

)
eµ

1 + γ

(
e2µ + 3eµ −

1
ξ

) ;

by replacing eµ with θ we have the result. Taking the derivative of the mean E(Ywγ,ξ ) with respect to θ, we obtain the
variance.

Proposition 5 Let Ywγ,ξ be a WPD(θ, γ, ξ) random variable. The entropy of Pwγ,ξ noted H(Pwγ,ξ ), is given by

H(Pwγ,ξ ) = ln
(
Eθ[wγ,ξ(Y)]

)
+

Eθ[wγ,ξ(Y) ln(Y!)]
Eθ[wγ,ξ(Y)]

− θ ln
[
θ

(
1 +

2θ + 3 − 1/ξ
Eθ[wγ,ξ(Y)]

)]
−

Eθ[wγ,ξ(Y) ln(wγ,ξ(Y))]
Eθ[wγ,ξ(Y)]

+ θ. (10)

Proof.

H(Pwγ,ξ ) = −

+∞∑
y=0

ln (Pwγ,ξ (y, θ)) Pwγ,ξ (y, θ)

= −

+∞∑
y=0

({
ln

[
1 + γ

(
y2 + 2y − 1/ξ

)]
− ln

[
1 + γ

(
θ2 + 3θ − 1/ξ

)]
+ ln

(
θy

y!

)
− θ

}
{

1 + γ(y2 + 2y − 1/ξ)
1 + γ(θ2 + 3θ − 1/ξ)

θy

y!
e−θ

})

= −

+∞∑
y=0


 ln

[
1 + γ

(
y2 + 2y − 1/ξ

)] (
1 + γ

(
y2 + 2y − 1/ξ

))
1 + γ

(
θ2 + 3θ − 1/ξ

)
 θy

y!
e−θ


+

+∞∑
y=0


 ln

[
1 + γ

(
θ2 + 3θ − 1/ξ

)] (
1 + γ

(
y2 + 2y − 1/ξ

))
1 + γ

(
θ2 + 3θ − 1/ξ

)
 θy

y!
e−θ


−

+∞∑
y=0


 ln

[
1 + γ

(
y2 + 2y − 1/ξ

)]
1 + γ

(
θ2 + 3θ − 1/ξ

) y ln θ

 θy

y!
e−θ


+

+∞∑
y=0


1 + γ

(
y2 + 2y − 1/ξ

)
1 + γ

(
θ2 + 3θ − 1/ξ

) ln(y!)

 θy

y!
e−θ

 + θ

= ln
(
Eθ[wγ,ξ(Y)]

)
+

Eθ[wγ,ξ(Y) ln(Y!)]
Eθ[wγ,ξ(Y)]

− θ ln θ
(
1 +

2θ + 3 − 1/ξ
Eθ[wγ,ξ(Y)]

)
−

Eθ[wγ,ξ(Y) ln(wγ,ξ(Y))]
Eθ[wγ,ξ(Y)]

+ θ.
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Proposition 6 If γ = 1 and ξ tends to infinity , then the WPD (θ, γ, ξ) random variable Ywγ,ξ converges in distribution to a
weighted Poisson distribution random variable Yw of Castillo and Pérez-Casany proposed in 1998 for a = 1 and r = 2.

Proof.

F1,ξ(y) =
∑
k≤y

pw1,ξ (k, θ) =

min([y],ξ)∑
k=0

1 + k2 + 2k − 1/ξ
1 + θ2 + 3θ − 1/ξ

θk

k!
e−θ

where [y] denotes the integer part of y. For ξ ≥ [y],

F1,ξ(y) =

[y]∑
k=0

pw1,ξ (k, θ).

When ξ tends to infinity, F1,ξ(y) tends to the weighted Poisson distribution introduced by Castillo and Pérez-Casany in
1998, for a = 1 and r = 2. Hence, the proposition.

Proposition 7 The WPD(θ, γ, ξ) random variables Ywγ,ξ is underdispersed.

Proof. Taking the logarithm of the normalizing constant we have

ln Eθ[wγ,ξ(Y)] = ln
[
1 + γ

(
θ2 + 3θ −

1
ξ

)]
.

Now, differentiating with respect to θ we obtain

d ln Eθ[wγ,ξ(Y)]
dθ

= γ
2θ + 3

1 + γ

(
θ2 + 3θ −

1
ξ

)
and,

d2 ln Eθ[wγ,ξ(Y)]
dθ2 = −γ2

2θ2 + 6θ + 2
γ − ξ

γξ
+ 9[

1 + γ

(
θ2 + 3θ −

1
ξ

)]2 < 0,

then, proposition 1 ensures the result.

Corolary 1 If Ywγ,ξ is a WPD(θ, γ, ξ) random variables, then its index of dispersion, IYwγ,ξ (θ) is such that:

IYwγ,ξ (θ) =

γθ4 + 6γθ3 +

(
12γ2 +

γ2

ξ
− γ −

3
ξ
γ + 3

)
θ2 + 10

(
γ −

γ2

ξ

)
θ +

γ2

ξ2 − 3
γ2

ξ
+ 3γ − 2

γ

ξ
+ 1[

θ3 + 5θ2 +

(
3 +

1
γ
−

1
ξ

)
θ

] [
1 + γ

(
θ2 + 3θ −

1
ξ

)] < 1. (11)

Proof. In fact,

IYwγ,ξ (θ) =
V(Ywγ,ξ )
E(Ywγ,ξ )

.

The propositions 1, 2 and 4 ensures the result.

4. Stochastic Order Relations

In this section, we are going to compare the stochastic order relation between two WPD random variables. If the weight
function w is increasing, (Patil et al., 1986) proved that the weighted version Yw of a random variable Y stochastically
dominates the original random variable Y . Since the weight function wγ,ξ(y) of WPD (θ, γ, ξ) is increasing in then the
weighted version Ywγ,ξ stochastically dominates the Poisson random variable Y .

This result allows us to establish the following proposition.

Proposition 8 Let wγ,ξ be an increasing function. For i = 1, 2, let Y
wγi ,ξi
i be a WPD(θi, γi, ξi) random variables. If θ1 ≤ θ2,

γ1 = γ2 and ξ1 ≤ ξ2 (ou ξ1 = ξ2) then, Ywγ,ξ

2 stochastically dominates Ywγ,ξ

1 . If γ1 ≤ γ2, θ1 = θ2 and ξ1 = ξ2 then, Ywγ,ξ

2
stochastically dominates Ywγ,ξ

1 . If ξ1 ≤ ξ2, γ1 = γ2 and θ1 = θ2 (ou θ1 ≤ θ2) then, Ywγ,ξ

2 stochastically dominates Ywγ,ξ

1 .

Proof. Let us suppose that θ1 ≤ θ2, γ1 = γ2 and ξ1 ≤ ξ2 (ou ξ1 = ξ2) then Eθ1

[
wγ,ξ(Y1)

]
≤ Eθ2

[
wγ,ξ(Y2)

]
. We have the

result, because the weight function wγ,ξ(.) is increasing (Saporta, 2006). Similarly, we prove the others cases.
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5. Estimation

In this section, we will estimate the parameters θ, γ and ξ by using the maximum likelihood method. We denote by θ̂,
γ̂, and ξ̂, the maximum likelihood estimators of the parameters θ, γ and ξ respectively. Let (y1, y2, . . . , yn) be a random
sample of n size of WPD(θ, γ, ξ); then the log-likelihood function L(y, θ, γ, ξ) is

L(y, θ, γ, ξ) =

n∑
i=1

ln
[
1 + γ

(
y2

i + 2yi −
1
ξ

)]
− ny ln (θ) − nθ −

n∑
i=1

ln (yi!)

−n ln
[
1 + γ

(
θ2 + 3θ −

1
ξ

)]
.

Taking the partial derivative of the log-likelihood function with respect to θ, γ and ξ and equaling to zero respectively, we
obtain the following equations:

∂L
∂θ

= −
ny
θ
− n − n

2γθ + 3γ

1 + γ

(
θ2 + 3θ −

1
ξ

) = 0;

∂L
∂γ

=

n∑
i=1


y2

i + 2yi −
1
ξ

1 + γ

(
y2

i + 2yi −
1
ξ

)
 − n

θ2 + 3θ −
1
ξ

1 + γ

(
θ2 + 3θ −

1
ξ

) = 0;

∂L
∂ξ

=
γ

ξ2

n∑
i=1


1

1 + γ

(
y2

i + 2yi −
1
ξ

)
 −

nγ
ξ2

1

1 + γ

(
θ2 + 3θ −

1
ξ

) = 0.

These equations are non-linear, we use the Nelder Mead algorithm (Nelder and Mead, 1965) implemented in the R
fitdistplus package to solve them simultaneously.

6. Application

In this section, we give an example of fitting practical data by the WPD (θ, γ, ξ). In this example, we compare the results
with the fits given by the weighted Poisson distribution WPD (θ, γ, ξ) and the extended Poisson distribution EPD (θ, β).
The statistical data (see, table 1) are taken from Kendall (1961) and correspond to the observed data on the number
of outbreaks of strikes in 4-week periods, in a coal mining industry in the United Kingdom during 1948-1959. These
observations are modestly underdispersed because the ratio of the sample variance s

′2 = 0.741894 to the sample mean
y = 0.99359 is smaller than one. The different observed and expected values are computed by the χ2 test of Pearson.

The column called P(θ) of Table 1 contains the corresponding expected frequencies calculated by using the Poisson dis-
tribution with parameter θ, whose estimate is θ̂ = y = 0.99359. The values of the Chi-square and the p-value respectively,
for the goodness of fit test for this distribution are χ2 = 10.492 and p-value = 0.015 respectively.The value of the khi-two
is too high, so the insufficiency of the Poisson distribution to the data is obvious. The reason for this is that the variance
in the sample is lower than the sample average, whereas it should be almost equal.

The column EPD (θ, β) of table 1 contains the corresponding expected frequencies calculated by using the Extended
Poisson distribution. The maximum likelihood estimates of the θ and β parameters are

θ̂ML = 0.3417 and β̂ML = 0.9947.

The value of chi-square for EPD (θ, β), for instance, is χ2 = 3.970 and the corresponding p-value is 0.265. Thus, we
cannot reject the idea that the data come from the Extended Poisson distribution at the usual significance level α = 0.05.

In this paper, we do not discuss the maximum likelihood estimates of the θ, γ and ξ parameters of the WPD(θ, γ, ξ) and
their properties. The corresponding results are given here for comparison only. The maximum likelihood estimates of the
θ, γ and ξ parameters are obtained numerically because the log-likelihood function is non-linear. We based ourselves on
the optimization method of Nelder Mead’s algorithm. We obtained the following maximum likelihood estimates

θ̂ML = 0.3567569, γ̂ML = 0.7733672 et ξ̂ML = 2.4390914.

The value of the chi-square for the goodness of the fit test for the WPD(θ, γ, ξ) with the above estimated parameters is
χ2 = 2.398 and the p-value = 0.663. Thus, fit of the observed data by the WPD(θ, γ, ξ), even with parameters estimated by
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the optimization method of Nelder Mead’s algorithm, is acceptable, while the original Poisson model is not it. However,
a comparison of the expected values present in the columns EPD (θ, β) and WPD (θ, γ, ξ) of table 1 shows that the
WPD(θ, γ, ξ) offers better goodness of fit to statistical data than the EPD(θ, β).

Table 1. Model fits to the number of outbreaks of strikes (M.G. Kendall, 1961)

y Frequencies observed P(θ) EPD(θ, β) WPD(θ, γ, ξ)
0 46 57.758 45.393 46.343
1 76 57.388 72.769 72.702
2 24 28.510 31.371 29.667
3 9 9.442 5.730 6.308
≥ 4 1 2.902 0.221 0.881

χ2 10.492 3.970 2.398
p-value 0.015 0.265 0.663

7. Conclusion

In this article, we have proposed a new generalization by weighting of the Poisson distribution. Some important basic
properties and the problem of the estimation of its parameters have been studied. We have shown that this new weighted
Poisson distribution can be used to model the under dispersed count data, for example, data from Kendall (1961).
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