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Abstract

We use the stationary distribution for the M/M/1 with Unreliable Service and a Working Vacation (M/M/1/US/WV) given
explicitly in (Patterson & Korzeniowski, 2019) to find a decomposition of the stationary queue lengthN. By applying the
distributional form of Little’s Law the Laplace-tieltjes Transform of the stationary customer waiting time W is derived.
The closed form of the expected value and variance for both N and W is found and the relationship of the expected
stationary waiting time as a function of the service failure rate is determined.
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1. Introduction

Within the literature, the M/M/1/WV model comes as a generalization of the M/M/1/V model. The reader may see (Levy
& Yechiali, 1975) for an example of the M/M/1/V model within the M/G/1 framework, and (Xu & Tian, 2009) for an
M/M/1/WV model within the matrix-geometric framework of Neuts (Neuts, 1981). In general, the M/M/1/WV model is
well known and has been studied extensively.

In 2018, a new queue type was introduced: M/M/1/US (Patterson & Korzeniowski, 2018). While unrelated to queues
with a working vacation, this concept of ’Unreliable Service’ was later extended to the case of the M/M/1/US/WV (Pat-
terson & Korzeniowski, 2019). Explicit, closed form expressions were given for the stationary queue length N of this
M/M/1/US/WV queue. In this paper, we use the 2019 results of Patterson and Korzeniowski and obtain the following:

• P.G.F. (Probability Generating Function) of N.
• Decomposition of N into the sum of independent generalized random variables.
• L.S.T. (Laplace-tieltjes Transform) of the stationary customer waiting timeW.
• Explicit analytical results such as E(.) and Var(.) for both N andW.
• The relationship of the expected stationary waiting time as a function of the service failure rate.

To motivate the construction and analysis of the M/M/1/US/WV, we recall:

”A queue with unreliable service is a queue where service may be unsuccessful any number of times before it is successful.
This type of queue is important to study because it occurs naturally within a lot of systems. For example, imagine trying
to have a conversation with someone in a quiet environment, such as a library–words spoken are generally heard and
understood (i.e. service is rendered successfully every time). Now, imagine trying to have the same conversation in a
noisy environment, such as a busy restaurant–it can be done, but you may need to repeat yourself (i.e. service may fail).”
(Patterson & Korzeniowski, 2019)

The phenomenon ’repeat yourself in a noisy environment’ also appears in wireless network environments, where wireless
network equipment typically utilize multiple interface bit-rates that are negotiated dynamically depending on various
factors such as signal strength, noise, and overall link quality. One may envision these distinct bit-rates as varying degrees
of a ’working vacation,’ whereby the service rate is dynamically adjusted depending on some criteria such as failure rates.
In this way, we consider the M/M/1/US/WV to be a natural extension towards the goal of modeling such wireless network
queues.
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2. Definitions

In what follows, we define our process, state space, and the respective parameters.

Definition 2.1. Let {N(t) | t > 0} be the number of customers in the queue at time t,

J(t) =

{
0 the server is on a working vacation
1 the server is in a busy state

and

S(t) =

{
1 immediately after service is rendered
0 otherwise

Then {(N(t), J(t),S(t)) | t > 0} is a Markov process on the state space:

Ω = {(0, 0, 0)} ∪ {(k, j, s) | k ∈ N, j, s ∈ {0, 1}}

Define the following parameters:

• λ : the rate of the Poisson arrivals process.
• µb : the rate of service when the server is busy.
• µv : the rate of service when the server is on vacation.
• β1 : the rate of a successful service determination.
• β2 : the rate of a failed service determination.
• θ : vacation duration is exponentially distributed with rate θ.

Definition 2.2. Vacation policy

• When the server becomes idle (i.e. N(t) = 0), the server goes on a working vacation; by this we mean that
customers arriving while the server is on vacation get served at a reduced rate µv < µb.
• When the server is not idle (i.e. N(t) , 0), a vacationing server begins a working vacation duration that is expo-

nentially distributed with rate θ, after which it begins a busy period and operates at rate µb until the server becomes
idle again, renewing the process.
• If a customer is served successfully while the server is on a working vacation and there are additional customers

waiting in the queue, the server then immediately ends its vacation and enters into a busy state until the queue is
emptied.

Figure 1. 3D Markovian state transition rates diagram

We define a ’successful service’ to be a transition from (n, j, 1) −→ (n − 1, 1, 0) or (n, j, 1) −→ (n − 1, 0, 0), which is
represented in the state transition diagram as having rate β1. Accordingly, we define a ’failed service’ to be a transition
from (n, j, 1) −→ (n, j, 0) with transition rate β2.

Definition 2.3. Lexicographical Ordering

We say (k1, j1, s1) < (k2, j2, s2) if and only if k1 a j1 a s1 < k2 a j2 a s2,

where _ denotes concatenation (Quine, 1946). For example, 7 a 0 a 1 = 701.

Using this ordering convention we can write:

Ω = {(0, 0, 0), (1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1), . . . } and define the corresponding infinitesimal matrix Q.
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2.1 Infinitesimal Matrix Q

Q =


Â Ĉ 0 0 0 . . .
B̂ A C 0 0 . . .
0 B A C 0 . . .
...

...
...

. . .
...

...

 (1)

where

Â =
[
−λ
]

B̂ =


0
β1
0
β1

 Ĉ =
[
λ 0 0 0

]
C =


λ 0 0 0
0 λ 0 0
0 0 λ 0
0 0 0 λ


A =


−(λ+ µv + θ) µv θ 0

β2 −(λ+ β1 + β2) 0 0
0 0 −(λ+ µb) µb
0 0 β2 −(λ+ β1 + β2)

 B =


0 0 0 0
0 0 β1 0
0 0 0 0
0 0 β1 0


2.2 The Matrix R

Let R be the solution to the quadratic matrix equation:

R2B + RA + C = 0 (2)

Remark R is given explicitly in (Patterson & Korzeniowski, 2019).

Let {ρi}i=0,1,2,3 be the eigenvalues of R such that ρ0=sp(R), then {(N(t), J(t),S(t)) | t > 0} is positive recurrent if and
only if ρ0 < 1 (Patterson & Korzeniowski, 2019). Lastly, we define K = (1 − ρ0)(1 − ρ1).

3. Decomposition of N

Theorem 3.1. If K > 0, then the stationary number of customers in steady-state, N, can be decomposed into the sum
of four independent geometric random variables and an independent finitely valued generalized random variable with an
explicitly known generalized distribution. Namely: N = X0 + X1 + X2 + X3 + X4, where:

X0 ∼ Geometric(1 − ρ0), X1 ∼ Geometric(1 − ρ1), X2 ∼ Geometric(1 − ρ2), X3 ∼ Geometric(1 − ρ3) and

P(X4 = k) =


K∗δ̂0 if k = 0
K∗δ̂1 if k = 1
K∗δ̂2 if k = 2
0 otherwise

with K∗ and {δ̂i}
2
i=0 defined as follows:

K∗ =
K

(1 − ρ0)(1 − ρ1)(1 − ρ2)(1 − ρ3)

=
µb ((θ+ λ)β2 + λ (θ+ λ+ µv) + β1 (θ+ λ+ µv))

(θ+ λ) (β1 + β2)µb + ((β1 (µb − λ) − λ (β2 + µb)) + λµb)µv
δ̂0 = 1

δ̂1 = −
λ ((λ+ β1 + β2)µv + µb (θ+ λ+ µv))

µb ((θ+ λ)β2 + λ (θ+ λ+ µv) + β1 (θ+ λ+ µv))

δ̂2 =
λ2µv

µb ((θ+ λ)β2 + λ (θ+ λ+ µv) + β1 (θ+ λ+ µv))

(3)

Proof. Since all exponential rates λ,µb,µv,β1,β2, θ are non-negative, then by inspection we have:

K∗ > 0, δ̂0 > 0, δ̂1 < 0, and δ̂2 > 0.

We also note that

(1 − ρ0)(1 − ρ1) =
β1(µb−λ)−λ(µb+β2)

β1µb
, and (1 − ρ2)(1 − ρ3) =

θβ2+β1(θ+µv)
(θ+λ)β2+λ(θ+λ+µv)+β1(θ+λ+µv)

These can be verified from the definitions given in (Patterson & Korzeniowski, 2019).
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Therefore, using the definition of K, we have

K∗ = K
(1−ρ0)(1−ρ1)(1−ρ2)(1−ρ3)

= (β1(µb−λ)−λ(µb+β2))(θβ2+β1(θ+µv))
β1((θ+λ)(β1+β2)µb+((β1(µb−λ)−λ(µb+β2))+λµb)µv)

1
(1−ρ0)(1−ρ1)(1−ρ2)(1−ρ3)

= µb((θ+λ)β2+λ(θ+λ+µv)+β1(θ+λ+µv))
((θ+λ)(β1+β2)µb+((β1(µb−λ)−λ(β2+µb))+λµb)µv)

By definition the Probability Generating Function of N is given by

GN(z) =

∞∑
k=0

P(N = k)zk (4)

=⇒ GN(z) =
∞∑
k=0

P(N = k)zk

= π00 +
∞∑
k=1

(πk0 + πk1 + πk2 + πk3)z
k

=
∞∑
k=0

(πk0 + πk1 + πk2 + πk3)z
k

...

= K∗(1−ρ0)(1−ρ1)(1−ρ2)(1−ρ3)
(1−ρ0z)(1−ρ1z)(1−ρ2z)(1−ρ3z)

(
δ̂0 + δ̂1z+ δ̂2z

2
)

= 1−ρ0
1−ρ0z

1−ρ1
1−ρ1z

1−ρ2
1−ρ2z

1−ρ3
1−ρ3z

K∗(δ̂0 + δ̂1z+ δ̂2z
2
)

= GX0(z)GX1(z)GX2(z)GX3(z)K
∗(δ̂0 + δ̂1z+ δ̂2z

2
)

Since GN(1) = GX0(1)GX1(1)GX2(1)GX3(1)K
∗(δ̂1 + δ̂2 + δ̂3

)
and since all rates are finite

=⇒ K∗(δ̂1 + δ̂2z+ δ̂3z
2
)
= 1 when z = 1, and

∑3
i=1 |δ̂i| <∞.

=⇒ GN(z) = GX0(z)GX1(z)GX2(z)GX3(z)GX4(z), where GX4(z) is said to be the generalized generating function for the
generalized random variable X4.

Remark. For reasons of length we omit the rather lengthy algebraic steps represented by the vertical dots that reduced the
infinite series to its simplest form. It is worth noting that for verification purposes, the algebraic capabilities of Wolfram’s
Mathematica were utilized as well. �

Thanks to The Fundamental Theorem of Negative Probabilities by Ruzsa, Imre and Székely, Gábor J. (Ruzsa & Székely,
1988), we are guaranteed the existence of a pair of ordinary random variables Y0,Y1 such that Y1 = Y0+X4 in distribution.
Indeed, in our case we see that Y1 = N and Y0 = X0 + X1 + X2 + X3 is such a pair.

4. The L.S.T. of W

Proposition 4.1. Using the distributional form of Little’s Law (Little, 1961), proven in the general case by Keilson and
Servi (Keilson & Servi LD, 1988), the Laplace-tieltjes Transform of the stationary waiting time W for the queue with the
stationary number of customers N is given by

W∗(s) =

λ(1−ρ0)
ρ0

(λ(1−ρ0)
ρ0

− s)

λ(1−ρ1)
ρ1

(λ(1−ρ1)
ρ1

− s)

λ(1−ρ2)
ρ2

(λ(1−ρ2)
ρ2

− s)

λ(1−ρ3)
ρ3

(λ(1−ρ3)
ρ3

− s)
K∗(δ̂0 + δ̂1 + δ̂2 −

( δ̂1

λ
+

2δ̂2

λ

)
s+

δ̂2

λ2 s
2)

Proof.

W∗(s) = GN
(
1 −

s

λ

)
=
K∗(1 − ρ0)(1 − ρ1)(1 − ρ2)(1 − ρ3)(δ̂0 + δ̂1(1 − s

λ
) + δ̂2(1 − s

λ
)2)

(1 − ρ0(1 − s
λ
))(1 − ρ1(1 − s

λ
))(1 − ρ2(1 − s

λ
))(1 − ρ3(1 − s

λ
))

=
K∗(1 − ρ0)(1 − ρ1)(1 − ρ2)(1 − ρ3)(δ̂0 + δ̂1(1 − s

λ
) + δ̂2(1 − s

λ
)2)

(1 − ρ0(1 − s
λ
))(1 − ρ1(1 − s

λ
))(1 − ρ2(1 − s

λ
))(1 − ρ3(1 − s

λ
))

=
K∗λ4(1 − ρ0)(1 − ρ1)(1 − ρ2)(1 − ρ3)(δ̂0 + δ̂1(1 − s

λ
) + δ̂2(1 − s

λ
)2)

(λ− ρ0(λ− s))(λ− ρ1(λ− s))(λ− ρ2(λ− s))(λ− ρ3(λ− s))
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=
K∗λ4(1 − ρ0)(1 − ρ1)(1 − ρ2)(1 − ρ3)(δ̂0 + δ̂1(1 − s

λ
) + δ̂2(1 − s

λ
)2)

(λ(1 − ρ0) − ρ0s)(λ(1 − ρ1) − ρ1s)(λ(1 − ρ2) − ρ2s)(λ(1 − ρ3) − ρ3s)

=

λ(1−ρ0)
ρ0

λ(1−ρ1)
ρ1

λ(1−ρ2)
ρ2

λ(1−ρ3)
ρ3

K∗(δ̂0 + δ̂1(1 − s
λ
) + δ̂2(1 − s

λ
)2)

(λ(1−ρ0)
ρ0

− s)(λ(1−ρ1)
ρ1

− s)(λ(1−ρ2)
ρ2

− s)(λ(1−ρ3)
ρ3

− s)

=

λ(1−ρ0)
ρ0

(λ(1−ρ0)
ρ0

− s)

λ(1−ρ1)
ρ1

(λ(1−ρ1)
ρ1

− s)

λ(1−ρ2)
ρ2

(λ(1−ρ2)
ρ2

− s)

λ(1−ρ3)
ρ3

(λ(1−ρ3)
ρ3

− s)
K∗(δ̂0 + δ̂1 + δ̂2 −

( δ̂1

λ
+

2δ̂2

λ

)
s+

δ̂2

λ2 s
2)

�

5. Results

5.1 Analytical Results

Table 1. Analytical Results on N

Steady-State # of Customers: N

GN(z) =
1 − ρ0

1 − ρ0z

1 − ρ1

1 − ρ1z

1 − ρ2

1 − ρ2z

1 − ρ3

1 − ρ3z
K∗(δ̂0 + δ̂1z+ δ̂2z

2)
E(.)

ρ0

1 − ρ0
+

ρ1

1 − ρ1
+

ρ2

1 − ρ2
+

ρ3

1 − ρ3
+ K∗(δ̂1 + 2δ̂2)

Var(.)
ρ0

(1 − ρ0)2 +
ρ1

(1 − ρ1)2 +
ρ2

(1 − ρ2)2 +
ρ3

(1 − ρ3)2 − K∗δ̂1(3 + K∗δ̂1)

Table 2. Analytical Results onW

Steady-State Waiting Time: W

W∗(s) =

λ(1−ρ0)
ρ0

(λ(1−ρ0)
ρ0

− s)

λ(1−ρ1)
ρ1

(λ(1−ρ1)
ρ1

− s)

λ(1−ρ2)
ρ2

(λ(1−ρ2)
ρ2

− s)

λ(1−ρ3)
ρ3

(λ(1−ρ3)
ρ3

− s)
K∗(δ̂0 + δ̂1 + δ̂2 −

( δ̂1

λ
+

2δ̂2

λ

)
s+

δ̂2

λ2 s
2)

E(.)
ρ0

λ(1 − ρ0)
+

ρ1

λ(1 − ρ1)
+

ρ2

λ(1 − ρ2)
+

ρ3

λ(1 − ρ3)
+
K∗

λ
(δ̂1 + 2δ̂2)

Var(.)
ρ2

0

λ2(1 − ρ0)2 +
ρ2

1

λ2(1 − ρ1)2 +
ρ2

2

λ2(1 − ρ2)2 +
ρ2

3

λ2(1 − ρ3)2 +
K∗

λ2

(
2δ̂2 − K

∗(δ̂1 + 2δ̂2)
2)

5.2 Numerical Results

When choosing parameters θ,β1,β2,µv,µb, λ to illustrate as an example, it follows that one might seek to make ρ0, ρ1, ρ2,
and ρ3 given in (Patterson & Korzeniowski, 2019) rational. However, we show that if one is interested in E(N) or E(W),
then this in not necessary with the following Lemma.

Lemma 5.1. For any θ,β1,β2,µv,µb, λ ∈ Q, we have E(N) ∈ Q and E(W) ∈ Q.

Proof. By Table 1, we have

E(N) =
ρ0

1 − ρ0
+

ρ1

1 − ρ1
+

ρ2

1 − ρ2
+

ρ3

1 − ρ3
+ K∗(δ̂1 + 2δ̂2)

=
ρ0(1 − ρ1) + ρ1(1 − ρ0)

(1 − ρ1)(1 − ρ0)
+
ρ2(1 − ρ3) + ρ3(1 − ρ2)

(1 − ρ2)(1 − ρ3)
+ K∗(δ̂1 + 2δ̂2)

=
ρ0 + ρ1 − 2ρ0ρ1

(1 − ρ1)(1 − ρ0)
+
ρ2 + ρ3 − 2ρ2ρ3

(1 − ρ2)(1 − ρ3)
+ K∗(δ̂1 + 2δ̂2), where
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ρ0ρ1 =
λ2

µbβ1
ρ0 + ρ1 =

λ (β1 + β2 + λ+ µb)

µbβ1

ρ2ρ3 =
λ2

β2(θ+ λ) + β1 (θ+ λ+ µv) + λ (θ+ λ+ µv)
ρ2 + ρ3 =

λ (β1 + β2 + θ+ 2λ+ µv)
β2(θ+ λ) + β1 (θ+ λ+ µv) + λ (θ+ λ+ µv)

(1 − ρ0)(1 − ρ1) =
β1 (µb − λ) − λ (β2 + µb)

µbβ1
(1 − ρ2)(1 − ρ3) =

θβ2 + β1 (θ+ µv)

(θ+ λ)β2 + λ (θ+ λ+ µv) + β1 (θ+ λ+ µv)

The above identities can be verified from (Patterson & Korzeniowski, 2019).

K∗, δ̂1, and δ̂2 are rational and given in Theorem 3.1.

Finally, by Little’s Law (Little, 1961), we have E(N) = λE(W). �

We chose the following values for parameters θ,µv,µb, λ.{
λ = 10 θ = 5
µb = 15 µv = 10

(5)

and obtain E(W) =
15β2

1 + 38β3
1 − 600β2 − 90β1β2 + 57β2

1β2 − 105β2
2 + 18β1β

2
2 − β

3
2

5 (β1 − 2β2 − 30) (3β1 + β2) (11β1 + 5β2)

Figure 2. Plot of E(W) as a function of β2

The above graph shows that for a fixed success rate β1, the expected waiting time increases asymptotically as β2 ap-
proaches β1−30

2 . It is also worth noting that in magnitude, β2 need not be large relative to β1 to have a significant impact
on the expected waiting time.
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