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Abstract 

Over the last years, methods of hybrid and ensemble have attracted the attention of the data mining community. 

Moreover, in the computational intelligence area such as machine learning, constructing and adaptive hybrid models 

have become essential to achieve good performance. However, the accuracy of stock market classification models is 

still low, and this has negatively affected the stock market indicators. Furthermore, there are many factors that have a 

direct effect on the classification models’ accuracies which were not addressed by previous research such as the 

automatic labelling technique which results in low classification accuracy due to the absence of specific lexicon, and the 

suitability of the classifiers to the data features and domain. In this research, a proposed model is designed to enhance 

the classification accuracy by the incorporation of stock market domain expert labelling technique and the construction 

of an ensemble Naïve Bayes classifiers to classify the stock market sentiments. The methodology for this research 

consists of five phases. The first phase is data collection, and the second phase is labelling, in which polarity of data is 

specified and negative, positive or neutral values are assigned. The third phase involves data pre-processing. The fourth 

phase is the classification phase in which suitable patterns of the stock market are identified by Ensemble Naïve Bayes 

classifiers, and the final is the performance and evaluation. The classification method has produced a significant result; 

it has achieved accuracy of more than 89%. 

Keywords: stock market classification model, ensemble Naive Bayes classifiers, classification accuracy 

1. Introduction 

Accurate classification of the data sources in the stock market domain is necessary for investors to make suitable 

decisions, such as selling or buying stocks (Hsu, Lessmann, Sung, Ma, & Johnson, 2016; Zhong & Enke, 2017; 

Alkubaisi, Kamaruddin, & Husni, 2017). The current stock market classification models that utilize sentiment analysis 

on consumers reaction suffer from low accuracy in classification after being implemented on a dataset with different 

sources (Zhang, 2013; Navale et al., 2016; Arvanitis & Bassiliades, 2017). The poor accuracy of classification has a 

direct impact on the reliability of stock market indicators (Bollen et al., 2011; Ludwig et al., 2013; Li et al., 2016). 

Many factors have a direct effect on the accuracy of classification models, such as sample size, labelling technique and 

the classification method (Jiang et al., 2007; Sathyadevan et al., 2014). This research focuses on issues regarding 

consumers reaction labelling, and the classification method. 

The automatic technique used in the labelling phase affects the accuracy of the classification model in the absence of a 

specific lexicon. Automatic labelling recognizes sentiments expressed in given consumers reaction based on existing 

general lexicons not specifically concerning the research domain (He & Zhou, 2011; Makrehchi, Shah, & Liao, 2013). 

The weakness here is related to the automatic assigning of polarity (positive, negative or neutral) that affects 

classification accuracy because it does not carry the real weight of the sentiment for each reaction by consumers. 

Regarding the classification method, the supervised learning approach is recommended for building a classification 

model (Kuhn & Johnson, 2013; Ali et al., 2017). Support Vector Machine (SVM), Decision Trees, Naïve Bayes 

Classifiers (NBCs), K-Nearest Neighbours (KNNs) and Neural Networks (NNs) are widely used classifiers in this 

domain with various features (Marsland, 2015; Raschka & Mirjalili, 2017). In this research, NBCs have been selected 

over the other classifiers as their characteristics are more suitable for the requirements of a stock market classification 

model using sentiment analysis of consumers reaction, as follows. Firstly, NBCs are highly scalable, requiring a number 

of parameters matching to the number of variables in a learning problem (Liu et al., 2013; Shoeb & Ahmed, 2017). This 

research is based on tweets that reflect consumer reactions, high scalable because it includes short keywords, slang, etc. 

Secondly, this research focuses on fast training and fast results. This can be achieved by using maximum-likelihood 
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(Gong & Yu, 2010; Bollen et al., 2011; Anjaria & Guddeti, 2014). Lastly, Naive Bayes (NB) embraces four models, 

Gaussian Naïve Bayes (GNB), Multinomial Naïve Bayes (MNB), Bernoulli Naive Bayes (BNB), and Semi-Supervised 

Naïve Bayes (SSNB). In fact, the availability of different models in one model supports the validity of the proposed 

model’s results through comparing the results of each model using the same dataset at the same time (Sarkar & Sana, 

2009; Jain & Mandowara, 2016; Catal & Nangir, 2017). 

2. Literature Review 

2.1 Data Source 

Data has turned into the cash of this time as constantly expanding in size and worth. The accessible data online is 

multiplying in size like clockwork (Gantz & Reinsel, 2011). In this aspect, online social networking has gotten to be a 

data source and key players in dispersing data to influenced entities in crisis (Smith, 2010). Currently, Twitter is the 

most famous micro-blog device among other existing reciprocals and has been included broadly in people in general 

media; for instance, it has been utilized by business communications, product information, political campaign, and news 

organizations. It is the only micro-blogging service that has turned into the main quickest developing patterns on the 

Internet, with an exponentially- increasing users base exceeding 190 million users in July 2010. Twitter is a widespread 

microblogging facility where followers and users make status messages (called "tweets") (Arceneaux & Schmitz Weiss, 

2010). These tweets here and there express sentiments about different themes. According to Go, Bhayani, and Huang 

(2009) and Rout et al. (2018) classified Twitter Streaming Application Programming Interface (API) and Twitter 

Representational State Transfer (REST) API as two sorts of API utilized to assemble tweets. Twitter's data is displayed 

using APIs (Shi, & Brigadir, 2014; Trupthi, Pabboju, & Narasimha, 2017). 

2.2 Labelling Techniques 

In the domain of classification models, supervised machine learning classifiers need to label the dataset to assist the 

learning algorithm in the classification process. The first way to label the collected tweets is done by manual labelling 

(Zhang, 2013), but most of the manual labelled dataset has done without referring to the experts in the research domain 

such as the stock market (Makrehchi et al., 2013). At the same time, most of the researchers are looking to the labelled 

dataset has labelled before without looking to the way that has utilized to label the dataset because at the end they need 

to a big labelled dataset. The most popular online source for the labelled dataset is kaggle.com. This website contains 

millions of labelled tweets by different users with different knowledge. Unfortunately, when we are looking for the 

specialization in labelling for the classification model purpose, there are very little dataset has been labelled by the 

experts in the research domain (Bollen et al., 2011). 

2.3 Data Pre-processing 

Data pre-processing can be described as a motivated theory using for computational techniques representing the human 

language and automatic analysis (Nadkarni, Ohno-Machado, & Chapman, 2011; Hardeniya, Perkins, Chopra, Joshi, & 

Mathur, 2016). This indicates that data pre-processing is a form of technology resolving most of the ubiquitous products: 

human dialect, as it shows up in messages, website links, tweets, social media, daily paper stories, and scientific articles, 

in a great many dialects and assortments. In the previous decade, effective normal dialect handling applications have 

turned out because is the most regular of our experience. For example, machine interpretation can be processed through 

the linguistic use of revision and spelling on the web, through the electronic mail programmed from spam and also from 

distinguishing individuals' conclusions about services or products to extricating arrangements from email. 

2.4 Classification as a Supervised Machine Learning 

Classification is used as a supervised data mining method that includes assigning a label to an arrangement of 

unlabelled information objects (Dougherty, 2012; Conneau et al., 2017). It is a data mining function whose aim is to 

allocate items to target classes (Bird, Klein, & Loper, 2009). In general, the aim of classification is to precisely predict 

the target class for each case in the data. For example, a classification model could be used to identify stock market 

behaviour as high, low or stable. 

In this research, the selected Machine Learning (ML) classifier is NB. NBCs are a family of simple "probabilistic 

classifiers "based on applying Bayes' theorem with strong (Naive) independence assumptions between the features. 

With appropriate pre-processing, it is competitive in this domain with more advanced methods including SVM (Rennie 

et al., 2003). NBCs are an intuitive method that uses the probabilities of each proposed feature belonging to each class 

to make a classification (Mahajan Shubhrata et al., 2016; Shmueli et al., 2017). NBCs are supervised ML classifiers 

which represent models of simple probabilistic classifiers based on applying Bayes theorem with the hypothesis of 

independence between features (Wang et al., 2010). 

In Computer Science, NBCs are defined as a family of algorithms apply Bayes theorem and adopt that each feature 

value is independent of other features value which is mean no relation between features values (Vinodhini & 
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Chandrasekaran, 2012). There are three occasion models for NB beside the baseline model; Multinomial MNB (Witten 

et al., 2016), Multivariate BNB (Raschka, 2014), and SSNB (Bhattu & Somayajulu, 2012). With MNB event model, 

samples (feature vectors) represent the frequencies with which certain events have been generated by a multinomial 

(p1, …, p n) where p I is the probability that event i occurs (or K such multinomial in the multiclass case). A feature 

vector x = (x1, …, x n) is then a histogram, with x i counting the number of times event i was observed in a particular 

instance (Tan & Zhang, 2008; Witten et al., 2016). Di Nunzio and Sordoni (2012) explained that the multivariate BNB, 

features are independent Booleans (binary variables) describing inputs. This model is popular for document 

classification tasks, where binary term occurrence features are used rather than term frequencies. If x i is a Boolean 

expressing the occurrence or absence of the (i'th) term from the vocabulary, then the likelihood of a document given a 

class C k. This event model is especially popular for classifying short texts. It has the benefit of explicitly modelling the 

absence of terms. According to Bhattu and Somayajulu (2012), and Zhou (2012) the SSNB gave a way to train a naive 

Bayes classifier from labelled data, it's possible to construct a semi-supervised training algorithm that can learn from a 

combination of labelled and unlabeled data by running the supervised learning algorithm in a loop. This training 

algorithm is an instance of the more general Expectation Maximization algorithm (EM): the prediction step inside the 

loop is the E-step of EM, while the re-training of naive Bayes is the M-step. The algorithm is formally justified by the 

assumption that the data are generated by a mixture model, and the components of this mixture model are exactly the 

classes of the classification problem. In this research, MNB and BNB have been utilized to build the required 

classification model. 

2.5 Ensemble Learning 

According to Kazienko, Lughofer, and Trawiński (2013), hybridization has become essential for the data science's 

research due to that the hybridization can help the proposed model to achieve best results most of the times. This 

reasonable or high performance for the proposed learning model based on the fact behind the hybridization that is 

leading to combine the characteristics for different methods in one model at the same time. 

As well, Castillo, Melin, and Pedrycz (2007), and Melin, Castillo, Ramírez, and Pedrycz (2007) illustrated that the 

hybrid or ensemble classifiers are a model for combining similar or different ML classifiers for a classification mission 

through majority or plurality voting. The generated model based on combining similar or different ML classifiers 

implements hard computing (voting) or soft computing (voting). In hard voting, the constructed model classifies the 

final label that has been classified most frequently by the constructed classification model. On another hand, in the soft 

voting, the constructed model classifies the class label via averaging the class probabilities. The hard voting has a 

simple process when it compared with the soft voting because it is classifying based on the majority. For example, when 

X model has 3 classifiers (c1, c2, and c3), c1 and c2 classify a random tweet as a positive tweet, but c3 classify the 

same tweet as a negative, so the hard voting will take the label here based on the majority that means the label will be 

(positive). The soft voting uses the weight of each label besides the probabilities for the labels then take the average 

based on each classifier result (label). Figure 1 shows the structure of ensemble ML models. 

 

Figure 1. Structure of Ensemble ML Models 

In Computer Science, there are many facts encourage the researchers in the domain of stock market classification model. 

One of these facts that multiple probabilistic classifiers could achieve high classification accuracy (ensemble 

learning-stacking), and NB consists of four classifiers (GNB, MNB, BNB, and SSNB). In conclusion, the main 

advantages for an ensemble ML model are a low error, less overfitting, and most of the times come with good results 

(Araújo & New, 2007; Hung & Chen, 2009; Chen & Chen, 2013). 
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2.6 Related Works 

This research focuses on the classification models that utilized Arabic tweets. So, this section reviews the literature 

related to the stock market classification models that utilized Arabic tweets, ML and sentiment analysis. 

Hamed et al.’s (2015) study is one of the few to be conducted in Arabic sentiment analysis. It demonstrates the 

importance of the pre-processing step as a key factor in achieving a high level of accuracy of sentiment analysis. The 

research was introduced for Saudi stock market tweets. It aimed to illustrate the relationship between Saudi tweets and 

the Saudi market index, using different implementations of SVM, KNNs and NB algorithms. The step of weighting 

comes after applying the most relevant of these data mining approaches in order to build a classification model based on 

the sentiment polarity of the tweet. These authors have developed a small desktop application to collect the corpus of 

Arabic tweet data from Twitter; it was created under the C# environment supported by the official developer’s APIs of 

Twitter. The main function of the application is to collect, label and save the related tweets, as well as removing those 

tweets that are not relevant. They considered their Twitter micro-blog as a platform for trading opinion mining in the 

Saudi stock market. 

Hamed et al. (2016) also proposed a sentiment analysis model for the SA stock market using sentiment analysis on 

Arabic tweets. It classifies the tweets into positive, negative or neutral, focusing on the role of the neutral class. The 

model was built based on the hybridization of ML classifiers such as SVM and NB, and the data pre-processing. It aims 

to show and define the role of the polarity class (label) by classifying the collected tweets in Arabic into three polarities, 

positive, negative, and neutral. Again, there are four stages: data collection, pre-processing, classification, and model 

evaluation. 

The last model in the domain of Arabic tweets was proposed by AL-Rubaiee, Qiu, Alomar, and Li (2018); they aimed to 

enhance the labelling process, which has a direct impact on the reliability of the classification. They proposed 

improvements to the expert knowledge via two approaches: first, by defining neutral to include tweets with both 

positive and negative polarity; and second by relabelling. 2000 tweets were collected using Twitter API (all in Arabic), 

and they classified the dataset using SVM. The classification phase aims to show the differences in accuracy when 

using the original labelling process and the improved labelling process. 

In summary, the various classifiers used by researchers to perform sentiment analysis for stock market classification are 

SVM (Go et al., 2009; Kolchyna, Souza, Treleaven, & Aste, 2015), KNNs (Barbosa analysis & Feng, 2010), 

Expectation Maximization (EM) (Yengi, Karayel, & Omurca, 2015) and NB (Liu, Blasch, Chen, Shen, & Chen, 2013; 

Narayanan, Arora, & Bhatia, 2013; Chandrasekar & Qian, 2016). The review indicates that the process of selecting the 

ML classifier or classifiers was based on the availability of the classifier rather than the research and model 

requirements. Table 1 summarizes the facts that related to previous studies. 

Table 1. The Facts Sheet 

Research Title, Authors, & Publication Year 
Source & Size of 

Dataset 
ML Classifier (s) Accuracy 

1. Analysis of the Relationship Between Saudi 

Twitter Posts and the Saudi Stock Market. 

Hamed AL-Rubaiee, Renxi Qiu, and Dayou Li, 

(2015). 

Twitter, 3335 tweets SVM, KNNs and NB 

95.71%, 

95.91%, and 

56.28% 

2. The Importance of Neutral Class in Sentiment 

Analysis of Arabic Tweet. 

Hamed AL-Rubaiee, Renxi Qiu, and Dayou Li, 

(2016). 

Twitter, 2051 tweets NB and SVM 
76.86% and 

84.97% 

3.  Techniques for Improving the Labelling 

Process of Sentiment Analysis in the Saudi Stock 

Market. 

Hamed AL-Rubaiee, Renxi Qiu, Khalid Alomar, 

Dayou Li (2018). 

Twitter, 2000 tweets SVM 84.92% 

 

3. The Proposed Method and Conceptual Framework 

This section illustrates the proposed framework for this research as shown in Figure 2. The conceptual frameworks 

consists of five phases as follows. Data collection, expert labelling, pre-processing, classification using ensemble 
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learning, and performance evaluation. The pre-processing prepares the data and extracts the necessary features before 

classification; sentiment analysis assigns the appropriate polarity for each tweet, based on the knowledge, and 

classification is a data mining function that assigns clauses in a collection to objective categories or classes (Bollen et 

al., 2011; Meesad & Li, 2014). 

 

Figure 2. The Proposed Conceptual Framework for Classification using Ensemble Learning 

3.1 Data Collection 

The scope of this research is classification to infer tweets’ polarity by implementing ensemble ML classifiers. The goal 

of classification is to accurately predict the target class for each clause in the dataset (Tan, Steinbach, & Kumar, 2006; 

Kesavaraj & Sukumaran, 2013). This research concentrates on consumer reactions and stock market behaviour for the 

Almarai Company and AlSafi Arabia (ASA), investigating these two companies’ tweets and stock separately. Almarai 

and ASA are represented on the SA stock market. Tweets from all two companies have been collected from their official 

sites on Twitter. The size of Twitter followers for each company is another important reason for selecting these two 

companies. Almarai (@almarai) has more than 447,000 followers on Twitter, and ASA (@alsafiarabia) more than 

40,000. 

In Twitter, there are two types of APIs used to gather tweets, Twitter REST API and Twitter Streaming API (Go et al., 

2009). This research utilized an internal library using REST API. Thus, it applied Open Authorization (OAuth) as 

required by Twitter4j library. OAuth is used in Twitter4j library Twitter and it supports access and provides authorized 

access to its API (Tugores and Colet, 2014). APIs streaming can provide a continuous flow of information with updates. 

Streaming API can access to real-time data of tweets using queries. This research adopts the REST API since it enables 

users to retrieve recently posted tweets by specific queries using HTTP methods (Makice, 2009). Moreover, it can filter 

results based on time, region, and language (Li et al., 2012). The return of queries is a list of JavaScript Object Notation 
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(JSON) objects containing tweets and metadata. These objects involve username, location, time, re-tweets, and the 

dataset saves in Excel sheet with CSV file (Aramaki et al., 2011).  

3.2 Expert Labelling 

In this research, this phase has done by experts in the domain of stock market based on the stock market concepts and 

consumer reactions analysis to give each tweet its appropriate sentiment weight such as positive, negative, and neutral. 

The real sentiment weight is related to the impact of a tweet on stock behaviour such as positive or negative affection. 

Practically, each tweet was labelled as positive: 1, negative: 2 and neutral: 0. 

3.3 Pre-processing 

The quality of collected data can directly tell the researcher how is the model performance, so before the classification 

phase, the collected tweets must be well preprocessed because of pre-processing phase is very necessary in case of 

classification accuracy enhancement (Hussien, Tashtoush, Al-Ayyoub, & Al-Kabi, 2016; Alkubaisi, Kamaruddin, & 

Husni, 2018a). There are two main steps, firstly is the transformation that consists of data cleaning, and secondly is the 

filtration which consists of features extraction, compute Term Frequency-Inverse Document Frequency (TF-IDF) and 

create TF-IDF vectorizer. 

3.4 Classification Using Ensemble Learning Based on NBCs 

The proposed classifiers are based on combining the MNB and BNB to be one classifier by using the soft ensemble 

voting as shown in Figure 2. The proposed classification method as follows: 

a. Hybridizing MNB and BNB to be one classifier by using the soft voting ensemble that represents the best way to 

hybridize different classifiers to be one classifier in one model. The proposed hybridization based on synchronizing 

the implementation for both classifiers in one model. 

b. Determining the result that has a maximum probability for both classifiers by using equation 1. 

                                      ))                                                                                    (1) 

Determining the result that has a maximum probability, when I = #class 

c. Implementing the Soft Voting by computing the average probabilities, equation 2 represents the average 

probabilities as follows: 

  (
  

 
 )                                                    (

  

 
 )           ∑    

 
    

               (2) 

d. Selecting the high predicted class relies on the high average for the class probabilities in step 3 that calculated by 

using equation 2. 

For example, suppose that three different classifiers there are C1, C2, and C3. Each classifier has weighted, and the 

probabilities as shown in Table 2 based on three kinds of classes. 

Table 2. Example about the Probabilities Averaging in Soft Voting Ensemble 

Classifier Class A Class B Class C 

Classifier 1 0.2 0.5 0.3 

Classifier 2 0.6 0.3 0.1 

Classifier 3 0.3 0.4 0.3 

Average ≈ 0.37 0.4 0.7 

The averaging for the probabilities of class A, B, and C has calculated using the averaging formula when X represents 

the number of the predicted classes: 

 (
   

𝑋
)  

𝑃  1)+𝑃  2)……  𝑃   )

𝑋
                                                                           (3) 

Class A: 0.2 + 0.6 + 0.3 / 3 = 0.36666666 ≈ 0.37 

Class B: 0.5 + 0.3 + 0.4 = 0.4 

Class C: 0.3 + 0.3 + 0.1 = 0.7 

Based on the results, class C has achieved the highest average (B˃A, C>A, and C>B), so the predicted class for the 

tested document is C. 

3.5 Performance Evaluation 

The purpose of the empirical evaluation is how to evaluate the performance for the proposed stock market classification 
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model by using the performance measurements such as classification accuracy, precision, recall, f-measure, and support 

(Alkubaisi, Kamaruddin, & Husni, 2018b). As well, to note the impact of the proposed methods, techniques, and 

features on the classification model’s enhancement. This research focuses on the classification accuracy besides the 

precision, recall, f-measure, and support as shown in Table 3. 

Table 3. Equations used for Evaluation the Classification Model 

Measurements Equations 

1. Recall (Classification Completeness) = Sensitivity. They 

represent the total Positive Rate is a proportion of cases that 

were correctly identified as positive. 

It is defined as: [ TP / (TP + FN)] = [d / (c + d)]. 

2. Precision (Classification Exactness). 
Its equation given as: 

[ TP / (TP+ FP)]. 

3. F1-Measure is a measure that combines precision and recall 

(A weighted average of precision and recall). 

Its equation as follows: 

2 [Precision. Recall / Precision + Recall]. 

4. Support is the number of occurrences of each class. 

Its equation is given as: 

Count (documents), Documents here = Tweets. 

5. Accuracy is defined as the portion or part of the total 

number of classifications that is correct. 

It is given as: 

[(a + d) / (a + b + c + d)] or [(TP + TN) / (TP + FP + 

FN + TN)]. 

3. Classification Results 

This section presents the results of the proposed method implementation using two different datasets: Almarai and ASA 

Arabic tweets. This research executes Tweepy method to collect targeted tweets from specific pages as explained in 

section 3.1. Before implementation, the Tweepy method has modified to be compatible with the research requirements 

by determining the size of tweet besides the way for inserting the name of the Twitter page. These were done by using 

Python programming language and its libraries. Python is a very useful language due to the active developer community 

creates many libraries which extend the language and make it easier to be used for various services specifically data 

mining research domain. One of these libraries is Tweepy, an open-sourced which is hosted at (GitHub.com) that 

enables Python to communicate with the Twitter platform and uses its API. Table 4 shows a sample of Almarai Arabic 

tweets. 

Table 4. Sample of Almarai Arabic Tweets 

Original Tweets (In Arabic) Tweets (After English Translation) 

Tweet 

@n05450 حسخذق هذِ انثقت يُخجاحُا، وَهخشو بانجىدة انخي بثقخكى في َعخش @n05450 we cherish your trust in our products and commit 

ourselves to the quality that deserves this trust 

@mohammed205205  يًكُك انخىاصم يع إدارة انخىظيف بانًقز

 ز عٍ انخىظيفنًعزفت حفاصيم أكث 1000011110انزئيسي عهى حهيفىٌ 

@mohammed205205 you can contact the Recruitment 

Department at Headquarters at 0114700005 for more details 

on employment 

@abomajed0500  َآسف لا يًكُُا انزد عهى انًلادظت دوٌ اسخلايُا

 نهعيُت وحقذيًها نهفذص انفُي

@abomajed0500 sorry, we cannot reply now. We should 

receive the sample first, then only it can be submitted to the 

technical laboratory. 

 .Good Morning صباح انخيز

في انىقج انذاني حىسيع يُخجاث انًزاعي في دول يجهس انخعاوٌ انخهيجي 

 والأردٌ ويصز

At present, Almarai products are distributed in GCC, 

Jordan, and Egypt. 

@boyonaizah68/01/1102هى يىضخ عهى انعبىة حاريخ الإَخاج  كًا @boyonaizah6 production date as shown in packaging 

 

Table 4 shows a sample of tweets from Almarai page on Twitter (@almarai). Moreover, it shows the original tweets in 

Arabic besides the tweets after translation to English. 
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The performance and evaluation of the model has five measurements: precision, recall, F-measure, support, and 

accuracy, which in turn all contributing to focusing on improved classification accuracy. the proposed method was 

implemented with the following parameter values set: optimized = 1, fraction = 1, n-gram = 3, n-iter = 100, and 

alpha-val = 0.01. Eventually, all tweets were labelled by experts before the classification. The most important 

measurement for the implemented method is accuracy because it reflects the extent of the improvements in the proposed 

over other methods using the same classifiers (NBCs) and same kind of dataset. Measurement of accuracy is especially 

important because it reflects the percentage of correct pattern recognition and assigned polarity. Tables 5 and 6 show the 

implementation results for the ensemble MNB and BNB using Almarai and ASA Arabic labelled tweets. Almarai tweets 

were collected from 18 September 2016 to 25 May 2017, and the number of tweets for this test is 3,214. 3,168 ASA 

tweets were collected from 11 June 2015 to 4 January 2019. 

Table 5. Ensemble MNB and BNB using Almarai Arabic Tweets (all classes: 1, 2, and 0) 

Class Precision Recall F-Measure Support 

0 0.82 0.93 0.88 1053 

1 0.95 0.88 0.91 1942 

2 0.82 0.87 0.84 219 

Total 0.90 0.89 0.90 3214 

 Classification Accuracy = 89.45%. 

 Neutral Polarity Ratio = (1053 / 3214) = 32.77%. 

 Positive Polarity Ratio = (1942 / 3214) = 60.42%. 

 Negative Polarity Ratio = (219 / 3214) = 6.81%. 

Table 6. Ensemble MNB and BNB using ASA Arabic Tweets (all classes: 1, 2, and 0) 

Class Precision Recall F-Measure Support 

0 0.81 0.99 0.89 949 

1 1.00 0.87 0.93 2120 

2 0.62 0.94 0.75 99 

Total 0.93 0.91 0.91 3168 

 Classification Accuracy = 90.8%. 

 Neutral Polarity Ratio = (949 / 3168) = 29.95%. 

 Positive Polarity Ratio = (2120 / 3168) =66.92 %. 

 Negative Polarity Ratio = (99 / 3168) = 3.13%. 

Tables 5 and 6 show that method implementation achieved a high level of accuracy, with most of the tweets carrying a 

positive polarity. In addition to the main performance measurements, the polarity ratios show the size of each polarity 

inside the classified dataset, which reflects the strength of the sentiment based on the classification and leading to 

construction of a stock behaviour indicator. 

4. Discussion and Benchmark 

The ensemble learning method performance measurements such as accuracy, precision, recall and F-score were high, 

reflecting the reliability of the classification. High precision and recall mean the learning algorithm generates more 

relevant relationships between features and labels (positive, negative, or neutral). These relationships lead to high 

classification accuracy and reliability at the same time. The combination was based on supervised learning using MNB 

and BNB. The performance and evaluation results reflect the importance of selecting appropriate classifiers to meet the 

research requirements. 

In this research, a comparison was made between the proposed method and the baseline NBCs to see how ensemble and 

expert labelling improve the stock market classification accuracy. The same dataset of tweets is used, and the classifiers 

are Naive Bayes Classifiers. Table 7 shows the classification accuracy for the baseline NBCs and the ensemble learning 

method using Almarai Arabic tweets. 
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Table 7. The Ensemble Learning Classification Accuracy vs NBCs using Almarai Arabic tweets 

ML Classifier Accuracy using Almarai Arabic Tweets 

Ensemble Learning Method (MNB&BNB) 89.45% 

NB 87.9% 

MNB 75.97% 

BNB 75.42% 

The table shows that the classification accuracy for the ensemble learning method using MNB and BNB is higher than 

for the baseline models despite using the same dataset. 

5. Conclusion 

The main goal for this research is to enhance the classification accuracy for a stock market classification model using 

sentiment analysis on Twitter by building an ensemble learning classifier based on NBCs, specifically MNB and BNB. 

The proposed conceptual framework has mainly been founded on tweets collection, sentiment analysis approach, 

employing expert labelling technique, tweets preprocessing, ensemble classification, and performance evaluation. This 

research constructed the proposed ensemble learning method using MNB and BNB as a machine learning classifier for 

stock market classification. Eventually, the performance and evaluation results show that the proposed classification 

method has achieved high classification accuracy using the different dataset in size and similar in language. 
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