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#### Abstract

Most preference construction research studies the response mode of choice. While such research is important, relatively little preference construction research has addressed the implications of constructing willingness to pay. Understanding willingness to pay is important for pricing because choice does not necessarily produce the same results or insights as willingness to pay. This research begins to extend the current literature on the construction of willingness to payby investigating how it is influenced by the dispersion of quality in product menus. Two experiments demonstrate that willingness to pay is influenced by relative quality (i.e., an alternative's quality relative to other alternatives in the menu). Specifically, these two experiments demonstrate that willingness to pay for an alternative in a menu can be manipulated without changing the objective quality of those alternatives because willingness to pay is correlated with an alternative's quality $z$-score. This result is an artifact of the difficulty of translating psychological values (preferences) into numerical values (willingness to pay) combined with the comparative nature of the menu context.
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## 1. Introduction

### 1.1 Problem Introduction

When purchasing an iPad at Apple.com, shoppers are faced with three levels of quality that vary by the amount of internal memory installed- $16 \mathrm{~GB}, 32 \mathrm{~GB}$, and 64 GB . A wealth of research on preference construction can provide important insights into which level of memory is likely to be chosen. However, what can the research to date say about how much shoppers will be willing to pay for each of these options? Furthermore, if Apple offered instead a menu of $16 \mathrm{~GB}, 48 \mathrm{~GB}$, and 64 GB , or a menu of $16 \mathrm{~GB}, 24 \mathrm{~GB}, 48 \mathrm{~GB}$, and 64 GB , would these different menu configurations produce different levels of willingness to pay for the 16 GB and 64 GB configurations that are present in all three menus? This is the question investigated here.

### 1.2 Relevant Scholarship on Preference Construction

Much of the research on preference construction - the idea that people construct their preferences when faced with a choice rather than constantly maintaining a master list of preferences in memory (Bettman, Luce, \& Payne, 1998)-focuses on the response mode of choice. For example, it is the main dependent variable in many demonstrations of preference reversals (Grether \& Plott, 1979; Lichtenstein \& Slovic, 1971; Tversky, Slovic, \& Kahneman, 1990) and in a large literature on "context effects," including the similarity effect (Tversky, 1972), the attraction effect or asymmetric dominance (Huber, Payne, \& Puto, 1982), the compromise effect (Simonson, 1989), and tradeoff contrast and extremeness aversion (Simonson \& Tversky, 1992) (See Heath \& Chatterjee (1995) for a listing of studies up to that point).

Some work on preference construction has also investigated other response modes such as willingness to pay (Birnbaum \& Sutton, 1992; Cox \& Grether, 1996; Lichtenstein \& Slovic, 1971), but the amount of preference constructionresearch studying this response mode is significantly less than that of choice (one major exception here is the significant literature studying willingness to pay for public goods, otherwise known at contingent valuation (Venkatachalam, 2004)).
More research is needed to understand how preference construction influences estimates of willingness to pay. This is true for a number of reasons: first, choices do not necessarily produce the same results as willingness to pay judgments do,because judgments do not necessarily require the same level of commitment as choice
(Ganzach, 1995), and because attribute weights can be enhanced when the attribute is compatible with the mode of response (Slovic, Griffin, \& Tversky, 1990). Second, the discrete nature of choice makes it difficult to observe the underlying value function needed by firms to price their products. Knowing a person's reservation price for a product is crucial to pricing decisions; thus, knowing how reservation prices are influenced by context (i.e., how they are constructed) is also crucial. Third, willingness to pay can measure not only the preference ranking of options but also the preference strength (e.g., how much higher a second ranked choice sits above a third ranked choice). And fourth, ultimately measuring choice captures only a part of the decision process associated with a purchase decision. In the absence of price, choice theories to date suggest a chooser might engage in a variety of qualitative choice strategies and heuristics including satisficing (Simon, 1955), lexico-graphic semi-order (Tversky, 1969), elimination-by-aspects (Tversky, 1972), the context effects mentioned previously, and others. But as soon as prices are involved (implying a purchase situation), people must consider whether they are willing to pay the posted price of a product and they may also need to compare the differences in attribute levels between products and consider whether such differences are worth paying the price difference. This requires mapping psychological values (i.e., preferences) to numerical values (i.e., currency) before a final choice can be made. Thus, without understanding willingness to pay, one can never completely understand the choices made in a purchase situation.

### 1.3 The Purpose of This Research

The purpose of this paper is to begin to address this deficit by investigating how the dispersion of quality in a menu influences willingness to pay for any given item in the menu. Specifically, the dispersion of quality is operationalized by its standard deviation, which in turn influences both the relative quality of a given alternative and ultimately the willingness to pay for that alternative. What this means in the context of the iPad example is that changing the quality of the middle iPad option (i.e., from 32 GB to 48 GB ) and/or adding another alternative to the menu (i.e., adding a 24 GB model), will change the dispersion of quality in the menu and consequently the relative quality in the menu. If quality dispersion influences willingness to pay, such changes should produce different levels of willingness to pay for the 16 GB and 64 GB iPads across these three menu configurations despite their constant levels of objective quality.
Two experiments demonstrate these effects. In these experiments, the dispersion of quality in a menu is explicitly varied by either manipulating the objective quality of some alternatives in the menu (Experiments 1 and 2), or by manipulating the number of alternatives in the menu (Experiment 2). The results of these experiments show that these manipulations of dispersion influence willingness to pay for target alternatives in the menu that remain constant in objective quality across experimental conditions. Specifically, these experiments show that willingness to pay is correlated to "standardized quality" (i.e., the product quality's z-score) in addition to objective quality. This relationship between willingness to pay and relative quality in turn produces two interesting artifacts. First, raising the average quality in the menu can actually lower the average willingness to pay for the items in the menu. Second, adding alternatives to the middle of the menu (when sorted by quality) can increase the willingness to pay range associated with the menu (i.e., willingness to pay for the highest quality alternative rises while willingness to pay for the lowest alternative drops).

## 2. Theoretical Background

### 2.1 Willingness to Pay as an Uncertain Judgment Is Subject to Anchoring

Current literature establishes that willingness to pay is a judgment made under uncertainty and is therefore susceptible to contextual influences. For example, willingness to pay has been shown to be influenced by a variety of anchor values including incidental prices (Adaval \& Wyer, 2011; Nunes \& Boatwright, 2004), extreme within-category prices (Krishna, Wagner, Yoon, \& Adaval, 2006), and social security numbers (Ariely, Loewennstein, \& Prelec, 2003; Simonson \& Drolet, 2004); such anchoring effects should only occur when judgments are made under uncertainty (Epley \& Gilovich, 2004, 2006; Jacowitz \& Kahneman, 1995; Tversky \& Kahneman, 1974). Under the insufficient adjustment explanation of anchoring (Epley \& Gilovich, 2001, 2004, and 2006), anchoring occurs because adjustments away from the anchor value cease once the first plausible estimate is reached. Since there is a range of plausible values that surrounds the target value, terminating the adjustment process as soon as one reaches a plausible value biases the estimate toward the anchor. This explanation is consistent with the idea that willingness to pay estimates are made under uncertainty because willingness to pay has been shown to be more accurately modeled as a range rather than a single value (Venkatesh \& Chatterjee, 2007).
One reason willingness to pay judgments are associated with significant uncertainty is because people find it difficult to translate psychological values into numerical values (Lichtenstein \& Slovic, 2006). Ariely et al.
(2003) provide evidence of this when they show that willingness to pay for a good is susceptible to anchoring effects even after a person experiences that good. Specifically, the authors play annoying sounds for participants and ask how much they are willing to accept (the complement of willingness to pay) to listen to different lengths of that sound. Even after experiencing the sound and thus having perfect knowledge of what they were exchanging for cash, they were still influenced by anchoring effects. In another study, Ariely, Loewenstien, and Prelac (2006) show that in some circumstances, even the valence of psychological values can be manipulated. Specifically, they show that depending on the question asked, experimental groups either required payment or were willing to pay in order to listen to a professor with little oratory or performance skill read poetry aloud. This idea can also be seen when Hsee and Rottenstreich (2004) asked people how much they would pay for CDs. By priming study participants (through a questionnaire) to generate a valuation through either calculation or feeling, they were able to show significantly different value functions for sets of Madonna CDs of varying sizes.

### 2.2 Willingness to Pay as a Comparative Judgment

Although significant difficulty is associated with determining the initial willingness to pay estimate for an item in a menu, once that value has been determined (and is thus available in working memory), it is available to influence subsequent willingness to pay estimates of other items in the menu. These additional estimates should vary as the product quality in the menu varies. But according to the evaluability hypothesis (Hsee, 1996), an attribute is hard to evaluate independently when the evaluator does not know how good a given value on the attribute is without comparisons. This can be the case with willingness to pay estimates, because of the difficulty of translating even differences in psychological values into differences in monetary values (e.g., how much more is one willing to pay for a $10 \%$ increase in quality). Consequently, in a shopping situation where in order to make a choice people must estimate their willingness to pay for multiple alternatives in a menu, this difficulty increases the strength and likelihood of comparative judgments (Hsee \& Leclerc, 1998). This idea can be observed in a variety of research. For example, Ariely et al. (2003) show that people have arbitrary fundamental values for goods, but once the value for a good is established (or "imprinted" as they phrase it), preferences tend to be ordered and coherent (which comes from comparative judgments). Furthermore, Leclerc, Hsee, and Nunes (2005) show that people make judgments relative to the scope of the judgment task-a phenomenon they call "narrow focus"- and that the same stimuli can be judged very differently depending on the context. It has also been shown that comparative evaluations can even reverse the judgments made from individual evaluations (Hsee, 1996; Hsee, 1998; Hsee \& Leclerc, 1998; Hsee, Loewenstein, Blount, \& Bazerman, 1999; Hsee \& Zhang, 2004). And finally, Tversky and Simonson's (1993) model of comparative judgment suggests that the value function is relative to background choices and reference points.
While comparisons between items within the menu are likely, comparisons to items not in the menu are not likely. This is one of the central ideas of narrow focus (Leclerc et al., 2005) but can be found in other work as well. Kahneman and Miller's (1986) norm theory suggests that people have a propensity to make comparisons only within category. There is evidence that people engage in choice bracketing (Read, Loewenstein, \& Rabin, 1999; Read \& Loewenstein, 1995), which refers to how people group individual choices into sets. Generally, it is better to group into large or broad brackets (i.e., consider alternatives both inside and outside a menu), but it has been shown that people tend to choose narrow brackets (i.e., consider only the alternatives within the menu). This also tends to be the case even when researchers don't explicitly highlight the category participants might use (Biernat, Manis, \& Nelson, 1991). Consequently, the menu context should play a significant role in determining willingness to pay, and different menu configurations should produce different willingness-to-pay estimates even when objective quality for the items in the menu remain constant across menu configurations.

### 2.3 Willingness to Pay Judgments of Alternatives in a Мепи

The fact that willingness-to-pay estimates will be based on comparative judgments of quality in addition to absolute judgments of quality has important implications for what the resulting estimates will be. This can be illustrated by returning to the iPad example. If the estimate for the 64 GB iPadis based on an absolute judgment of quality (meaning without comparison, but based solely on the quality level, meaning the amount of memory), the quality of the 32 GB iPad should not influence the willingness to pay for the 64 GB model. However, if willingness to pay for the 64 GB iPadis based on a comparative judgment of quality (comparing the quality of the 64 GB iPad to the 32 GB iPad ), then the difference in quality between the two products will matter. Changing the amount of memory in the 32 GB iPad to 48 GB and thereby raising its quality in a menu of iPadswill increase the average quality of the menu, but this will reduce the relative quality of the 64 GB iPad (it is now only 16 GB better than the next alternative instead of 32 GB better in the case of the 32 GB iPad ) and it will reduce the relative quality of the 16 GB iPad by increasing the distance between it and the next best alternative. Two different relative positions for the middle alternative can produce two different relative
valuations for the top and bottom alternatives and in turn produce two different estimates of willingness to pay, despite the fact that the objective quality of the highest and lowest quality products is unchanged. As a result, in a variety of scenarios where willingness to pay for products in a menu is determined, comparative judgments will often lead to significant differences in willingness to pay from the case where absolute judgments are made.
In large menus, the type of comparison performed is also important. Previous work suggests that a target product might be compared to common measures of central tendency and dispersion such as the mean, median, range, and standard deviation of menu quality. Anderson's $(1981,1982)$ information integration theory employs a comparison level (like average quality), as does the idea of reference prices in price judgments (Winer, 1986). Using the average quality as a comparison level provides information about the central tendency of the quality in the menu, but it does not provide any information about the spread of quality. This is also important to consider because it relates to the idea that people compare only to the other items in the menu, not necessarily outside the menu. Essentially, this is asking the question of what the scale for comparison is. One scaling method proposed by Parducci (1974) and employed by Bhargava, Kim, and Srivastava (2000) is the range of quality. This measure of spread serves Bhargava et al. (2000) well in their model of comparative judgment because they compare their model to many context effects studies where menus are small-choices between pairs and triplets is the norm. In a choice between a pair of options, the mean and range almost fully describe the distribution of the choice set, and with triplets the characterization is still close. However, in larger menus, there can be significant variety within many menu configurations without altering the range (or even the mean). For this reason, a better scaling factor in willingness to pay problems is the standard deviation of quality in the menu. In combination with the mean, the standard deviation provides information about how far from average quality an alternative is and how different this difference is with respect to other alternatives in the menu. Conveniently, these two statistics can be combined to calculate the z-score of quality - the number of standard deviations a given level of quality is from the average quality-as a way to operationalize the relative quality of an alternative in a menu.

### 2.4 Summarizing the Implications of Theory

The summary of this discussion is that when determining willingness to pay for products in a menu, people will be influenced by the relative quality of the product (which can be operationalized by its quality z-score). A more formal statement of the hypothesis is that a product's quality $z$-score will be positively correlated with willingness-to-pay estimates.

## 3. Method

### 3.1 General Overview of the Experiments and General Hypotheses

Two experiments are conducted with a similar design where a questionnaire is administered through Qualtrics survey software on a computer. The instructions state that multiple hypothetical purchase situations will be presented. Participants are instructed to read each scenario carefully and imagine that they were actually faced with the situation described; they then are presented with different purchase situations. In the description of each situation, participants are told that multiple alternatives are available and that these alternatives are "essentially the same" on all attributes except for one differentiating attribute. Care was taken to ensure that in each purchase situation, the differentiating attribute was a significant driver of quality in the product category. Note that this produces a purchase situation that is not much different from the idea that people summarize all quality dimensions into one meta-attribute of quality (Green \& Srinivasan, 1978; Wright, 1975). For example, one situation describes a scenario where the participant must purchase a flight from San Francisco to New York from one of the airlines listed. In this scenario, the differentiating attribute is the average on-time arrival rate for each airline.
Below the situation description, the questionnaire presents a menu of alternatives. In the menu, no brand names are used but rather entries are labeled "A", "B", "C", etc. The menu then presents a measurement of how well the alternative performs on the differentiating attribute. For example, in the flight menu, on-time arrival rates are listed next to each airline and range from $87 \%$ to $59 \%$. Each menu is sorted top-down from highest quality to lowest quality, where quality is determined solely by the differentiating attribute since all other attributes are considered to be essentially the same. In each study, the objective quality (e.g., on-time arrival rates in the flight scenario) of the target alternatives is constant across experimental conditions. Relative quality is manipulated by changing the quality levels of non-target alternatives in the menu or by changing the number of alternatives in the menu. This design allows the analysis to separate the influence of objective quality on valuation from the influence of the relative quality differences caused by changes in the dispersion of quality in the menu.
The purchase scenario ends by eliciting willingness-to-pay responses for each of the alternatives in the menu. The response text-boxes for the alternatives are also listed from high to low quality, but respondents may fill out
these boxes in any order they choose.

### 3.2 Experiment 1

### 3.2.1 Participants and Design

Two-hundred and sixty-four undergraduates from a large university in the United States were recruited for the study and given course credit to participate. Experiment 1 employed a single factor, four-level design (dispersion type: Control vs. High-Mean vs. Low-Mean vs. Alternate-Variance).

### 3.2.2 Procedure

Participants came to a computer lab and were given a session ID number-which unbeknownst to them randomly assigned them to an experimental condition-and directed to a computer terminal equipped with dividers so that no participant could see the stimuli or responses of another participant. The general instructions informed participants that they would be faced with hypothetical purchase situations, and that they should imagine themselves actually facing those situations in reality when determining the maximum they would be willing to pay for the products and services described. Participants then were presented with four different purchase situations related to 1) booking a flight from San Francisco to New York, 2) purchasing cell phone service after moving to a new city, 3) buying a digital camera, and 4) purchasing a laptop. For these categories, the differentiating attributes were respectively on-time arrival rates for each airline, percent area-coverage for each cell phone provider, the number of megapixels in each digital camera, and battery life for laptops.
After each description, a menu of five alternatives was presented. The quality for the five airline menu alternatives across the four conditions is listed in Table 1. Note that the Z-scores listed in the table were not shown to respondents.Menus for each of the other three product categories were similar. Note that all menus were sorted by quality from highest to lowest, and the quality of the highest- and lowest-quality alternatives remained constant across the four experimental conditions (i.e., these were the target alternatives of interest). As can be seen in the table, quality in the menu was distributed uniformly in the Control condition. The High-Mean (Low-Mean) condition differed from the Control condition in that the qualities of the three middle options were all very close to the quality of the highest (lowest) alternative. In the Alternate-Variance condition, the qualities of the three middle alternatives were clustered closely around the mean quality of the menu. In addition to objective quality, Table 1 also shows the quality z-score for each menu alternative, which was not shown to study participants. These z-scores show that relative quality range for the High-Mean (Low-Mean) condition was significantly lower (higher) than the relative quality range of the Control Menus. And the relative quality ranges of the Alternate-Variance condition menus were wider than those of the Control condition.

Table 1. Menu designs for experiment 1

| Category | Menu | Control |  | High-Mean |  | Low-Mean |  | Alt.-Variance |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| and Attribute | Label | $\mathbf{Q}$ | $\mathbf{Z}$ | $\mathbf{Q}$ | $\mathbf{Z}$ | $\mathbf{Q}$ | $\mathbf{Z}$ | $\mathbf{Q}$ |  |
| Airlines | $\mathbf{A}$ | $87 \%$ | 1.27 | $87 \%$ | 0.57 | $87 \%$ | 1.78 | $87 \%$ |  |
| On-Time Record | $\mathbf{B}$ | $80 \%$ | 0.63 | $86 \%$ | 0.49 | $62 \%$ | -0.32 | $74 \%$ |  |
| $(\%)$ | C | $73 \%$ | 0.00 | $85 \%$ | 0.40 | $61 \%$ | -0.40 | $73 \%$ |  |

After presenting the menu, an average price for the product category represented in the menu was given. This was done to reduce the variance in the willingness to pay responses. The average price presented for each category was $\$ 400$ for airlines, $\$ 100$ for monthly cell service, $\$ 360$ for digital cameras, and $\$ 1,500$ for laptops. These prices were accurate averages of real-world prices at the time of the experiment. After stating the average price, participants were asked the maximum they would pay for each of the five alternatives in the menu.

### 3.2.3 Data

The data included 5,280 willingness to pay responses across the 1,056 instances of the four purchase situations; each participant responded to four purchase situations, so this represents 264 participants. Participants were divided across the four experimental conditions so that there was $78,57,53$, and 76 respondents in the Control, High-Mean, Low-Mean and Alternate-Variance conditions, respectively.

### 3.2.4 Analysis

When performing an analysis of the experimental data, it is important to note that the experimental design collects multiple observations from each study participant, making observations within subjects not independent of each other. Because of this interdependence-where individual observations may be correlated because they came from the same source (i.e., each participant provided multiple willingness to pay responses in each product category) - , the experimental data are analyzed using a mixed-effects model with a random intercept to control for the repeated measures, also called a hierarchal linear model (HLM).

### 3.2.5 Results for Experiment 1

Table 2 contains the HLM estimates from Equation 3. The intercept term represents the average willingness to pay for the full set of alternatives in the menu across all conditions and Quality represents how much participants were willing to pay for a $1 \%$ increase in objective quality. For example, participants were willing to pay on average $\$ 374.58$ for a flight and $\$ 1.67$ for a $1 \%$ increase in the on-time arrival rate of the flight. The variable of interest, $Z$, is highly significant in all four product categories at least the $1 \%$ level.In terms of magnitude, for a standard deviation increase in relative quality, participants were willing to pay an additional $\$ 28.94$ in the airline category, $\$ 9.14$ in the cell phone category, $\$ 24.23$ in the digital camera category, and $\$ 49.89$ in the laptop category. These values are also substantial. Comparing these amounts to the average willingness to pay across the menu for each of the product categories shows that participants were willing to pay a premium of $7.7 \%$ for a standard deviation increase in relative quality in the airline category. In the cell phone, digital camera, and laptop categories, these premiums were $10.5 \%, 7.7 \%$, and $5.8 \%$, respectively. If these percentage increases were included in prices, their effects would be magnified in profits, especially in mature markets when margins are tighter.

Table 2. HLM coefficient estimates for experiment 1

| Category | Airlines |  | Cell Service |  | Dig. Cameras |  | Laptops |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Mean Category Price Given | $\mathbf{\$ 4 0 0}$ |  | $\mathbf{\$ 1 0 0}$ |  | $\mathbf{\$ 3 6 0}$ |  | $\mathbf{\$ 1 , 5 0 0}$ |  |
| Mean WTP in each Menu | 374.58 | $* * *$ | 86.91 | $* * *$ | 316.01 | $* * *$ | 857.53 | $* * *$ |
| Objective Quality ${ }^{\dagger}$ | 1.67 | $*$ | 0.53 | $* *$ | 12.56 | $* *$ | 46.59 | $* * *$ |
| Rank | -10.66 | $* * *$ | -2.21 | $* * *$ | -7.76 | $* * *$ | -21.09 | $* * *$ |
| Relative Quality $(\mathrm{Z})$ | $\mathbf{2 8 . 9 4}$ | $* *$ | $\mathbf{9 . 1 4}$ | $* * *$ | $\mathbf{2 4 . 2 3}$ | $* *$ | $\mathbf{4 9 . 8 9}$ | $* *$ |

Note. ${ }^{*},{ }^{* *},{ }^{* * *}$ represent statistical significance at the $5 \%, 1 \%$, and $0.1 \%$ levels respectively. $\dagger$ WTP increase for a unit increase in objective quality.

### 3.2.6 Discussion

These results provide evidence that in a menu context, the relative quality of a product influences willingness to pay. Despite objective quality for the highest and lowest quality alternatives in each menu remaining constant across conditions, and despite the HLM controlling for objective quality and rank effects, willingness to pay for the highest and lowest quality menu alternatives changed significantly due to variation in the quality of the alternatives in the middle of the menu.
While these results are significant, Experiment 1 has an important limitation. In order to control the inherent noise common in willingness to pay estimates, Experiment 1 provides participants with an average category price in each purchase scenario. This isn't a problem when comparing the Alternative-Variance condition to the Control condition because these two conditions have the same average menu quality.However, when comparing the High- or Low-Mean conditions to the Control condition, the results may be at least partially driven by the fact that the same average category price is used in each experimental condition. If participants use the average quality of the menu to infer what the average quality of the overall category is, and if the average category price for each of two conditionsis the same, but the average menu qualityacross these conditions is different, then participants' estimates of their willingness to pay may beinfluenced by this difference.
For example, suppose two menus exist, each with two items. The first menu contains items with qualities of 100 and 80 . The second contains items with qualities of 100 and 20 . This produces average menu qualities of 90 and 60 , respectively. Suppose further that the average category price for both menus is $\$ 50$, that people are willing to pay an additional dollar for a unit increase in quality, and that people only care about objective quality. Remember that people have difficulty translating psychological values into numerical values, so they are
susceptible to the anchoring effect of the stated average category price. Inferring average category quality from average menu quality suggests that people should be willing to pay $\$ 50$ for an item in the first menu with an average quality of 90 and that they would be willing to pay $\$ 60$ for the highest quality item in that menu. In comparison, these same rules suggest that they would be willing to pay $\$ 90$ for the highest quality item in the second menu ( $\$ 50$ for a quality of 60 plus $\$ 40$ for a 40 percentage point increase in quality). Thus, raising the average quality of the menu may lower the willingness to pay for the highest item in the menu, even when relative quality does not influence willingness to pay.This issue is addressed in Experiment 2 by eliminating the category reference price in the scenario descriptions.

### 3.3 Experiment 2

### 3.3.1 Participants and Design

1,978 people in the United States were recruited for the study through Amazon's Mechanical Turk website and paid a modest sum ( $\$ 0.50$ per questionnaire) to participate. Experiment 2 employed a single factor, ten-level design (dispersion type: Four-Uniform vs. Four-High vs. Four-Low vs. Four-Wide vs. Four-Narrow vs. Three-Wide vs. Three-Narrow vs. Two-Wide vs. Two-Narrow vs. One; in the preceding condition names, the number refers to the number of alternatives in the menu, and the second term describes the quality distribution in the menu).

### 3.3.2 Procedure

Experiment 2 was similar to Experiment 1 except for a few differences. First, the most important difference is that participants were not given an average category price before willingness to pay responses were elicited. This change fixes the limitation from Experiment 1, but as a consequence, a much higher number of observations is required to obtain enough power to produce significant differences in the appropriate statistical tests. Second, participants were recruited through Amazon's Mechanical Turk website and paid $\$ 0.50$ per questionnaire. This made it possible to recruit enough participants to overcome the high level of "noise" inherent in willingness to pay responses when no average category price was given in each purchase scenario. Third, only two categories were used (instead of four) and both of these were different from any of the categories in Experiment 1. Specifically, the first category was digital medical dictionary apps for smart phones and the second was headlamp-style flashlights. In the first category, the defining attribute of quality was the number of entries in the dictionary (a similar product category, music dictionaries, was used in Hsee (1996)). In the second category, the defining attribute of quality was the brightness of the headlamp measured by how many feet it cast its light. Using a only two categories made the Mechanical Turk questionnaire short enough that a payment of $\$ 0.50$ per completed questionnaire was a competitive rate for Mechanical Turk workers.Fourth and finally, a wider range of conditions were included in the study to capture more variation in dispersion and menu size. The menu alternatives in each of the two categories across all ten experimental conditions are shown in Table 3 along with the quality $z$-scores that were not shown in the experiment.

Table 3. Menu designs in each condition of experiment 2

| Condition |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Category | Item | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Medical | A | 21 | 21 | 21 | 21 | 21 | 21 | 21 | 21 | 21 | 21 |
| Dictionary App | B | 15 | 20 | 5 | 20 | 13 | 12 | 15 | 3 | 15 |  |
| (entries in 000 s ) | C | 9 | 19 | 4 | 4 | 11 | 3 | 9 |  |  |  |
|  | D | 3 | 3 | 3 | 3 | 3 |  |  |  |  |  |
| Head-lamps | A | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| (feet) | B | 70 | 90 | 30 | 90 | 60 | 55 | 70 | 10 | 70 |  |
|  | C | 40 | 80 | 20 | 20 | 50 | 10 | 40 |  |  |  |
|  | D | 10 | 10 | 10 | 10 | 10 |  |  |  |  |  |

To increase the reliability of the data collected through Mechanical Turk in Experiment 2, only U.S.-based Turk "workers" who had completed at least 500 previous tasks with approval ratings of $95 \%$ or higher were used for the study, and information check questions were included to weed out any respondents who didn't carefully read experimental instructions (an indicator of low effort).

### 3.3.3 Data

The raw data included 12,284 willingness to pay responses across the 3,955 completed instances of the two purchase situations. Before analysis, the raw data were edited to remove responses that indicated a lack of effort in any way (an important precaution when working with Mechanical Turk data). First, any responses that contained a willingness to pay response that changed in the opposite direction of the change in quality were dropped. For example, if on time arrival rate dropped, but the respondent's willingness to pay increased, even if for only one alternative in the menu, then that respondent's responses were dropped for the category in question. This resulted in the removal of 33 purchase scenario instances. Second, any responses were dropped where the respondent failed the instruction check. This resulted in the removal of responses for 338 individuals ( $17 \%$ of the total set of respondents). The resulting number of respondents in each condition after these data were dropped ranged from 151 to 173 .

### 3.3.4 Analysis

Just as in Experiment 1, Experiment 2 collects multiple observations from each study participant, making observations within subjects not independent of each other. Consequently, the data were again analyzed using a hierarchical linear model.

### 3.3.5 Results

Table 4 contains the HLM estimates from Equation 4 when applied to the data collected from Experiment 2. The results show that participants were willing to pay on average $\$ 77.29$ for the medical dictionary app and (interestingly) less than one cent for a $1 \%$ increase in the number of entries. For headlamps, participants were willing to pay $\$ 19.00$ on average and $\$ 0.25$ for an additional foot of light casting distance. The variable of interest, $Z$, is significantly different from zero in the dictionary category at the $5 \%$ level, but not in the headlamp category.

Table 4. HLM coefficient estimates for experiment 2

|  | Dictionaries |  | Headlamps |  |
| :--- | :--- | :--- | :--- | :--- |
| Mean WTP in each Menu | 77.30 | $* * *$ | 19.00 | $* * *$ |
| Objective Quality $^{\dagger}$ | 0.003 | $* * *$ | 0.25 | $* * *$ |
| Rank | -6.64 | $* * *$ | -3.75 | $* * *$ |
| Menu Size | -0.90 |  | 2.88 | $* * *$ |
| Relative Quality (Z) | $\mathbf{1 0 . 2 7}$ | $*$ | $\mathbf{1 . 3 4}$ |  |

Note. ${ }^{*},{ }^{* *},{ }^{* * *}$ represent statistical significance at the $5 \%, 1 \%$, and $0.1 \%$ levels respectively. $\dagger$ WTP increase for a unit increase in objective quality.

This lack of significance is puzzling until one examines estimates of the variance inflation factors (VIFs) from the analysis. An analysis of the VIFs suggests that the quality z-scores are too correlated with the other variables in the model, meaning the data exhibit unacceptable levels of multicolinearity (VIF estimates for $Z$ are 12.77 and 15.98 for the dictionary and headlamp categories, respectively).

The multicolinearity problem can be solved by analyzing each rank in the menu individually across the experimental conditions. When analyzing each menu rank individually, hierarchical models are no longer necessary because only one observation per respondent is included. Furthermore, the Rank variable is no longer necessary since rank is constant within each regression. The cleanest test of whether the z-score of quality influences willingness to pay will be to look at the highest quality alternative across all ten conditions (Rank 1), and the lowest quality alternative across the first five conditions (Rank 4) where the fourth item exists and has the same quality for each condition. When performing the analysis this way, the variable $Q$ is no longer needed in the regression because it is also constant across all conditions in both regressions. Eliminating rank and quality from the regressions provides tighter control. Consequently, the only variable needed in addition to $Z$ is MenuSize, and it is only needed in the first regression. Estimating this new regression using ordinary least-squaresproduces the results found in Table 5.

Table 5. OLS coefficient estimates for ranks 1 and 4 in experiment 2

|  |  | Dictionaries | Headlamps |  |
| :--- | :--- | :--- | :--- | :--- |
| Rank 1 Regression | 113.53 | $* * *$ | 34.74 | $* * *$ |
| WTP for Rank 1 | $\mathbf{4 0 . 6 0}$ | $* * *$ | $\mathbf{1 2 . 3 5}$ | $* * *$ |
| Relative Quality (Z) | -10.09 | $*$ | -0.31 |  |
| Menu Size |  |  |  |  |
| Rank 4 Regression | -100.61 | $* * *$ | 34.41 | $* * *$ |
| WTP for Rank 4 | $\mathbf{1 9 . 7 3}$ | $*$ | $\mathbf{1 1 . 6 4}$ | $* * *$ |
| Relative Quality $(Z)$ |  |  |  |  |

Note. ${ }^{*},{ }^{* *}$, ${ }^{* * *}$ represent statistical significance at the $5 \%, 1 \%$, and $0.1 \%$ levels respectively.

Table 5 reveals that estimates of willingness to pay for a standard deviation increase in relative quality range from $\$ 19.73$ to $\$ 40.60$ in the dictionary category and from $\$ 11.64$ to $\$ 12.35$ in the headlamp category. In terms of magnitude relative to mean willingness to pay for the rank in question, these amounts are significant.

### 3.3.6 Discussion

Experiment 2 provides more evidence that willingness to pay is influenced by relative quality. Because Experiment 2 does not provide any category prices, respondents can't anchor on those prices and are free to provide any response they desire. This fixes the limitation of Experiment 1 and interestingly, when no anchor values are provided, the effect sizes are even bigger than before. In the Rank 1 regressions, participants were willing to pay premiums of $35.8 \%$ and $35.5 \%$ for a standard deviation increase in relative quality for medical dictionaries and headlamps, respectively. In the Rank 4 regressions, they were willing to pay premiums of $19.6 \%$ and $33.8 \%$, respectively. This suggests that the presence of mean category prices was in fact attenuating the effect, rather than artificially magnifying the effect.

## 4. General Discussion

### 4.1 Practical Relevance

The importance of the influence of relative quality can be seen both online and off. Internet retailer menus can change with every consumer and even every mouse click. Manufacturers are always in the process of introducing new products, improving current products, and withdrawing old products. Even if the products that enter the effective menu have a low probability of purchase, the fact that willingness to pay is influenced by standardized quality (i.e., the dispersion of quality in the menu) suggests they could have a significant impact on willingness to pay for every product in the category.
Every item in a menu can potentially influence a consumer's willingness to pay for the item she actually purchases. These effects will be stronger when menus are relatively small, but note that they could be just as present in consumer-created assortments (consideration sets) as in firm-provided menus. These findings imply that manufacturers must consider relative quality as they consider additions to, deletions from, or modifications of products within their product lines. They also suggest that manufacturers and retailers should carefully consider what assortment of products they wish to offer within a given category, since every product in a menu may influence the relative quality of the other products in the menu.

### 4.2 Future Research

This research is limited to only demonstrating the existence of these effects. It does not attempt to fully characterize the relative component of the value function proposed by Tversky and Simonson (1993). There are directions of future research that naturally spring from this work. The most interesting direction is the combination of the z-effect with time and memory; how does relative quality manifest when people sample the menu sequentially rather than simultaneously? This may apply when the menu of most importance is the consideration set that is mentally constructed during the shopping process. Such a process introduces time between valuations and makes memory a salient factor in the evaluation process. A related question is whether some conditions exist where consumers' perception of relative quality includes qualities of products not in the menu, but stored in consumers' memories

## 5. Conclusion

This article investigates the effect of the dispersion of quality in a product menu on consumer preferences for the products found in that menu. The results of two experiments show that preferences are influenced by the dispersion of quality in the menu; in other words, the results demonstrate that willingness to pay is influenced by
relative quality (which can be operationalized by quality z-scores) in addition to absolute quality. This paper contributes to the current literature on context effects and menu dependence by suggesting a functional form that characterizes the nature of changes that result from the menu (context). It extends this literature by investigating larger menus through a continuous measure of preference.
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