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Abstract 
According to the hypothesis of semantic determination, meaning is a key to verb behavior; verb fall into classes 
on the basis of shared components of meaning, and members in the same semantic class may share patterns of 
behavior. This paper aims to verify the validity of component analysis in predicting syntactic behavior. It first 
makes a brief introduction to causative alternation, then compares the meaning components and usage of three 
verbs, i.e., break, cut and bake. Finally, two contradictions are found in the alternation analysis of these verbs. 
Therefore, the component analysis cannot completely predict their alternation type. Consequently, the 
explanatory power of this hypothesis is very limited as far as causative alternation is concerned. 
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1. Introduction 
Bloomfield (1933) once wrote that “The lexicon is really an appendix of the grammar, a list of basic 
irregularities”. Nevertheless, Levin (1993) refutes this opinion, asserting that meaning is a key to verb behavior; 
verb fall into classes on the basis of shared components of meaning, and members in the same semantic class 
may share patterns of behavior. This is the controversial hypothesis that syntactic properties are semantically 
determined, whose validity remains to be verified.  

Meanwhile, the causative alternation has always been a headache for Chinese English learners. For instance, 
break is a high frequency verb participating in causative alternation; even so, the experiments of Tang (2010) and 
Mo (2016) reveal that many subjects deny its anticausative variant though they are very familiar with its 
causative counterpart. Mo (2016) analyzes this phenomenon in detail, pointing out that lexical meaning and 
relative frequency might be the two main causes of their misconception. According to his explanation, the 
meaning of break indicates the existence of an external causer and thus Chinese learners tend to regard it as a 
transitive verb. In addition, in spite of the high appearance frequency in textbooks, its usage as intransitive verb 
is relatively much less common. Consequently, the interaction of the two elements above makes them skeptical 
of its grammaticality as an intransitive verb. Though his analysis is reasonable and convincing empirically, the 
justification of the anticausative variant has been left uncovered. Even if its input frequency rises in course books, 
the learners may still be confused about the intransitive use due to the supposed existence of an external causer. 
In fact, many English teachers also feel inadequate in this syntactic pattern, i.e., the anticausative variant of 
break. In addition, which verbs allow causative alternation and which verbs do not? In recent years, linguists 
(Dowty, 2001; Coppock, 2008; Levin, 2011) make unremitting efforts so as to seek rules that govern the 
alternation. Among them, Levin (1993) identifies the meaning components of different types of verbs to justify 
their participation in various alternations. Once verified, there must be great enlightenment to our teaching and 
learning of causative alternation, which may further deepen our understanding of the nature of language as well.  

Therefore, the present article attempts to examine the reliability of Levin’s study. It first makes a brief 
introduction to causative alternation, and then reviews the usage of break, comparing its meaning component and 
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3. A Comparison of Usage Between Break, Cut and Bake 

3.1 The Usage of Break  

First, let’s go back to break and scrutinize its usage as a verb of causative alternation. Example (1) is repeated 
here as (3). 

(3) a.  He broke the vase. 

b.  The vase broke.  

As is mentioned in the very beginning of this paper, many Chinese students do not consider (3b) to be 
grammatical. Instead, its passive voice counterpart, that is, “The vase was broken”, is more acceptable due to the 
supposed existence of an agent. In fact, break is usually classified to the type of verbs showing change of state. 
Its two variants may be formulated as follows: 

(4) a.  X (= agent) acts on Y (patient), causing Y (= patient) to go to a state. 

b.  Y (= patient) goes to a state. 

Therefore, (3b) corresponds to (4b), simply emphasizing the result and omitting the agent. In effect, causative 
alternation is cross-linguistic and not limited to English. The same alternation may be found in Chinese as well: 

(5) a.  他打碎了花瓶。  He broke the Vase. 

b.  花瓶（打）碎了。The vase broke. 

Having been told that break may denote a change of state without an addition of the notion of causer, the 
learners may accept the anticausative variant easily with the hint from Chinese. Certainly, there are many other 
cross-linguistic examples in English and Chinese and open is another verb of causative alternation. 

(6) a.  He opens the door. 他开了门。 

b.  The door opens.   门开了。 

Up to now, the learners might have the impression that verbs denoting change of state like break and open may 
participate in causative alternation, that is, they might be used transitively and intransitively as well. The issue of 
causative alternation, as is mentioned in Kang (2010), may be easier for learners to understand. 

3.2 A Comparative Study of Cut and Break 

However, as Coppock (2008) points out, the causative alternation is very complex, which includes putative 
exceptions. Now let’s examine the use of cut, which might be an arbitrary exception to transitive alternation. 

(7) a.  Mary cut the bread.  

b.  * The bread cut.  

Obviously, cut is a resultative verb as break; both words have the same meaning component [+ cause of change], 
hence they are supposed to share the same syntactic pattern. Nevertheless, different from break, cut cannot 
participate in causative alternation. In addition, they also differ with respect to some other diathesis alternations, 
as is shown by examples in (8). 

(8) a.  Mary cut at the bread. 

b.  *He broke at the vase. 

c.  Mary cut Bill on the arm. 

d.  *He broke Bill on the arm. 

That is, cut may appear in conative alternation (8a) and the body-part possessor ascension alternation (8c), 
whereas break displays neither of the two tendencies. Undoubtedly, both of them can be used as transitive verbs, 
connecting two arguments as their subject and object respectively. In addition, they can be applied in middle 
constructions as well. These two similarities are exemplified in (9). 

(9) a.  Mary cut the bread. 

b.  He broke the vase. 

c.  The bread cuts easily. 

d.  The vase breaks easily. 

In view of the analyses above, the distinct syntactic patterns of break and cut may be summarized in the 
following table.  
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Table 1. The alternation types of break and cut 

Alternation 
verb 

causative conative Body-part possessor ascension middle 

break √ X X √ 
cut X √ √ √ 

 

Here the question is which factors lead to their divergent use in the diathesis alternations above. In effect, the 
reason just lies in the fact that the two verbs are different in their meaning components (Levin, 1993, p. 9). In 
spite of their common meaning [+ change of state], cut also has two other components [+ motion] and [+ contact] 
in its meaning; the combination of these two components explains its application in conative alternation (9a) and 
the latter, body-part possessor ascension alternation (9c). Because cut has its meaning components as [+ change 
of state] [+ motion] [+ contact], it cannot be a verb of causative alternation, which must be pure change of state 
verb as break. In contrast, due to its lack of components [+ motion] and [+ contact], break have neither conative 
alternation (8b) nor body-part possessor ascension alternation (8d). As to the middle alternation, it is also 
manifested by verbs of change of state, thus both break and cut are grammatical. 

Meanwhile, Levin (1993) claims that the behavior patterns of break and cut should arouse our attention for they 
represent two types of verb respectively, whose members have the same syntactic properties due to their 
common meaning components. 

 

Table 2. Break-type verbs and cut-type verbs 

Break verbs break crack rip shatter snap … 
Cut verbs cut hack saw scratch slash … 

Source: Levin, 1993.  

 

So far, the analyses above seem to justify Levin’s claim and a tentative conclusion might be reached that verbs of 
causative alternation are supposed to have the pure meaning component [+change of state]. If it is the case, the 
burden of mastering this syntactic pattern will be eased to some extent, for there is only one problem left to be 
solved, that is, which verbs fall into this range of meaning. However, the feasibility of this conclusion still needs 
to be verified under a larger context.  

3.3 A Comparative Study of Bake and Break 

According to Atkins, Kegl and Levin (1988), “cooking verbs show an unexpected set of properties”. Since bake 
is a verb of this type, its syntactic behavior will be examined to test the applicability of the tentative conclusion 
above. 

(10) a.  He baked cake at 375 F. 

    b.  The cake baked at 375F. 

The examples in (10) prove that bake is a verb of causative alternation, so it must have the pure meaning 
component [+ change of state] as break. However, this analysis does not seem to work in the following 
examples. 

(11) a.   He bakes cake on Tuesdays./He bakes on Tuesdays.   

    b.   He broke the vase./*He breaks on Tuesdays. 

    c.   He baked a cake for Chris./He baked Chris a cake. 

    d.   He broke the vase for me./*He broke me the vase. 

Virtually, bake may participate in the unspecified object alternation (11a) and benefactive alternation (11c), while 
break cannot appear in both constructions. The problem is summarized in the following table.  
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Table 3.The alternation types of bake and break 

verb 
alternation 

bake break 

Causative alternation √ √ 
Unspecified object alternation √ X 
Benefactive alternation √ X 

Source: Atkins, kegl, and Levin, 1988. 

 

That is to say, bake must have meaning components other than [+ change of state] due to its application in (11a) 
and (11c). Consequently, the component [+ activity of creation] is identified by Atkins, kegl and Levin (1988) 
and the difference between the two components is explained as follows: 

CHANGE OF STATE bake: to change the state of something by dry heat in an oven. 

ACTIVITY OF CREATION bake: to create by means of changing the state of something by dry heat in an oven. 

Accordingly, the change of state bake explains the grammaticality of the causative alternation in example (10), 
while the activity of creation bake justifies its application in the latter two alternations (11a) and (11c). With the 
identification of its new component, the application of bake in Table 3 is updated in Table 4. 

 

Table 4. The alternation types of bake (change of state), bake (activity of creation) and break 

verb  
alternation 

bake 
(change)  

bake 
(create) 

break 

Causative alternation √ X √ 
Unspecified object alternation X √ X 
Benefactive alternation X √ X 

Source: Atkins, kegl, and Levin, 1988. 

 

Finally, the two senses of bake offer reasonable explanation to its different usage with break. Based on this 
solution, Levin posits polysemy and multiple class membership for 784 of 3024 verbs (26%), according to 
Lapata and Brew (2004). However, if it is the case, why can’t cut be applied in the causative alternation since 
one of its meaning components is just [+ change of state] as bake. Furthermore, if the difference between cut and 
break is that the latter is a pure change of state verb and thus may appear in causative alternation, then bake 
cannot be a verb of causative alternation, for it is not a pure change of state verb with its two senses. These are 
the two contradictions of Levin’s analyses on the usage of break, cut, and bake in different alternations. 

4. Conclusion 
Rosen (1984) states that meaning alone is not predictive of word class membership. Levin (1993) refutes his 
opinion, emphasizing the importance of the appropriate identification of meaning components. She recommends 
the technique of diathesis alternation to pin down the meaning components of words. Lakeoff (1987) and Taylor 
(1989) deny the absolute objectivity of this kind of analysis, positing that the identification of prototype involves 
human cognition and thus has individual difference. They further point out that the methodology of meaning 
component, though it appears to be scientific and objective, will be hindered in its application due to its 
ignorance of our subjective cognition, the language context, social belief, cultural difference, and so on.  

In this paper, the usage of three verbs, i.e., break, cut and bake are compared so as to verify the validity of 
component analysis. Undoubtedly, Levin’s above study is rewarding, providing insights into the nature of lexical 
meanings. It might, to a certain degree, summarize the semantic and syntactic properties of a small range of 
words, for instance, the break type in Figure 2. However, it turns out that her arguments are contradictory in the 
larger context and the meaning component cannot completely predict the alternation type of the above verbs. In 
other words, due to the inadequacy of component analysis, the hypothesis of semantic determination has not yet 
been proved to be true. Consequently, its explanatory power is very limited as far as causative alternation is 
concerned. 

However, the hypothesis of semantic determination still cannot be completely negated due to the deviation of 
research methodology. As is noted by Levin (1993), “no one is likely to deny that words with similar meaning 
show at least some tendency toward displaying the same syntactic behavior”. Therefore, it is still a rather 
arduous task to verify the validity of relevant researches in this field (Dowty, 1999; Coppock, 2008; Levin 2011). 
Predictably, with the enrichment of our knowledge about causative alternation, its semantic and syntactic 
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interaction will be further understood one day.  
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