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Abstract 

This study analyses the effect of financial deepening on economic development in 12 MENA countries for the 

period between 2000 and 2014. Using three financial deepening indicators which are widely used in the literature, 

an econometric analysis was conducted through co-integration and estimation methods which take 

cross-sectional dependence into account. A long-term relationship between variables was revealed with 

Westerlund (2008) Durbin-Hausman panel co-integration test, and then, long-term coefficients were obtained 

using Pesaran (2006) CCE (Common Correlated Errors) estimator. Empirical findings point to a positive 

relationship between financial deepening indicators - domestic credit to private sector, domestic credit provided 

by private sector, and liquid liabilities of the financial system ratio – and economic development. With this study, 

it was shown that the domestic credit to private sector causes economic growth for five countries, domestic 

credit provided by financial sector causes economic growth for one country, and liquid liabilities of the financial 

system causes economic growth for four countries. 

Keywords: financial deepening, economic growth, panel co-integration, McKinnon-Shaw hypothesis, MENA 

countries  

1. Introduction 

With the influence of Keynesian and Neo-classical theories, low interest rates were a recommended policy in 

order to increase investment and economic growth until the early 1970s. The reasons why this policy was 

preferred by governments are that it gives governments the chance to keep resource distribution under control 

and to finance public sector deficits with low cost (Collier & Mayer, 1989, p. 6). These policies which are 

applied as interest rate ceilings, high reserve requirement on bank deposits and preferential credit allocation and 

which prevent the development of financial sector were called financial repression policies by McKinnon 

(McKinnon, 1989, p. 29). 

Keeping interest rates negative or at low levels through financial repression policies has two negative effects on 

the economy. The first one is that low interest rates prevent financial deepening by decreasing saving and the 

amount of loanable funds in the financial system. The second negative effect is the ineffective distribution of 

resources that could be transferred to investment since banks use their own discretion in credit allocation 

(Andersen & Tarp, 2003). McKinnon (1973) and Shaw (1973) are the first to argue that financial repression 

policies are to be abandoned because of such negative effects (Molho, 1986, p. 90). 

This study investigates financial deepening and economic development nexus in MENA countries using 

advanced panel methods which take cross-sectional dependency into consideration. In this respect, theoretical 

explanations will be given following the introduction. The third section will present the studies that have 

researched the relationship between financial deepening and economic development within the context of MENA 

countries. In the fourth section, the data set and data sources used for empirical analysis and econometric method 

will be explained. Following the fifth section in which the findings obtained through panel co-integration test, 

parameter estimation and causality methods are interpreted, the study will be end with the conclusion section. 

2. Theoretical Framework 

Although studies exploring the relationship between financial and economic development date back to as early 



ijef.ccsenet.org International Journal of Economics and Finance Vol. 9, No. 4; 2017 

153 

as the beginning of the 20th century, empirical studies started to increase after the 1980s. The evidences from 

empirical studies which examine the importance of finance sector for economic development can be grouped 

under three headings. The first one is the view that finance sector has a vital importance for economic growth 

(Schumpeter, 1911; Goldsmith, 1969; McKinnon, 1973; Shaw, 1973; Fry, 1978, 1988; Bencivenga & Smith, 

1991; King & Levine, 1993a, b). The second view by Robinson (1952) and Lucas (1988) puts forward that 

financial matters are not very significant for economic growth and financial development only follows growth. 

The third view, as stated by VanWijnbergen (1983), Taylor (1983), Kohsaka (1984) and Buffie (1984), suggests 

that financial development may have negative effects on growth (Xu, 2000, p. 331). 

Walter Bagehot (1873) and Joseph A. Schumpeter (1911), who examined the influence of banking sector on 

national income and Joan Robinson (1952), who states that economic growth lead to a demand for financial 

services, are the first scholars who explained the finance and growth interaction (Tsuru, 2000, p. 5). Schumpeter 

(1911) points out that a properly functioning banking system encourages technological innovation by providing 

resources for entrepreneurs to actualize their projects. According to all these studies, economic growth creates 

demand for financial transactions and financial system meets these demands (Levine, 1996, p. 1). 

While Schumpeter (1911), McKinnon (1973) and Shaw (1973) emphasize the positive effects of financial 

development on growth, they do not explain how and through which channels this interaction will occur. Levine 

(1997) answers the question of how financial services will affect economic growth by taking the function of the 

financial sector into account. These functions can be summarized as making good and service exchange in 

financial system easier, enabling mobilization of savings, supervision of administrators, resource allocation and 

easing risk management (Levine, 1997, p. 691). 

Besides, Gerschenkron (1962) emphasizes that a weak banking sector will bring along economic 

underdevelopment and that banking sector will affect the level of economic growth as it provides capital and 

enterprise input for industrialization (Eschenbach, 2004, p. 2). Contrary to the views which argue that financial 

development has a positive effect on growth, Lucas (1988) maintained that financial issues are attached too 

much importance for economic growth and that the effect of financial development on economic growth is 

limited (Lucas, 1988, p. 6). 

Patrick (1966) was the one who explained the relationship between financial development and economic growth 

with respect to causality. Patrick (1966) explained the causality relationship between financial development and 

economic growth as demand-following and supply-leading. Demand-following analysis states that growth leads 

to development in financial system and low growth rate is a reflection of low demand for financial services 

(Patrick, 1966, pp. 174-175). Supply-leading approach, on the other hand, maintains that development in 

financial system will lead to economic growth and transferring scarce resources from savers to investors will 

increase economic growth (Patrick, 1966, pp. 175-176).   

During the 1970s, the intervention of governments in financial systems with interest rate ceilings and price 

controls are called financial repression policies by McKinnon (1973), Shaw (1973) and Fry (1988) and have 

been intensively criticized due to their negative effects. Critics pointed out that the financial repression policies 

would prevent the development of banking sector and financial deepening, and the liberalization of financial 

markets was offered as a solution for economic development (Eschenbach, 2004, p. 1). 

As of the 1990s, endogenous growth literature was extensively utilized in theoretical explanations that 

highlighted the positive link between financial system and growth (Eschenbach, 2004, pp. 1-2). Although the 

link between finance and economic growth was discussed in many studies, the discussions on this issue are 

generally summarized around two points. While the first of these two points is about whether developments in 

financial system are the result of economic growth, the second point is mostly related with how financial 

development affects economic growth (Acaravcı et al., 2007, p. 30). 

As a response to discussions on the second point which concerns how financial development affects economic 

growth, Bencivenga and Smith (1993) and Saint-Paul (1992) state that better risk allocation with the 

development of financial institutions will contribute to economic growth. On the other hand, Diamond (1984), 

Greenwood and Jovanovich (1990), and King and Levine (1993b) emphasize that financial intermediation is 

more efficient in collecting data than individual investors and thus increases growth. 

3. Literature Review 

Theoretical explanations about the relationship between financial development and economic growth state that a 

developed financial system will increase financial efficiency and financial deepening by decreasing information 

cost and transactions costs. Funds which are directed to the best investment projects as a result of the mobility of 
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savings enable risk diversification. In a well-functioning financial system, better distribution of resources will 

increase economic growth by contributing to capital accumulation (Creane et al., 2004, p. 4). 

Although the linkage between financial development and economic growth was examined in different countries, 

time slots and methods in the literature, when the findings are examined, it is seen that there is not a general 

consensus on this issue. The most important reason why there are few studies dealing with the relationship 

between economic development and financial deepening in the context of MENA countries is that data from 

these countries is not adequate. Some empirical studies on this relationship for MENA countries and the findings 

are summarized below. 

Darrat (1999) used the Granger causality test in three MENA countries- Saudi Arabia, Turkey and United Arabic 

Emirates- to empirically research the importance of financial deepening for economic growth. Although the 

findings obtained varied along the indicators of financial deepening and countries, they revealed that financial 

deepening is necessary for economic growth. 

Darrat and Haj (2002) sought to model the effect of financial development on economic growth volatility for the 

period between 1970 and 1999 for four MENA countries (Egypt, Jordan, Saudi Arabia, and Tunisia) through 

GARCH and Error Correction Mechanism. The findings of this study indicate the existence of a long-term 

relationship between financial deepening and economic growth rate for these four MENA countries. Also, it is 

understood that there is a strong relationship between development in financial markets and the long-term 

growth rates in MENA countries. 

Archy (2004) studied the effect of financial development on personal saving, investment and economic growth 

in five MENA countries (Egypt, Jordan, Morocco, Tunisia and Turkey) by using the panel data technique 

because of limited data concerning the period between 1970 and 1998. The most significant empirical finding of 

the study is that there is a negative and statistically insignificant relationship between financial development and 

economic growth. Besides, the financial deepening indicators used in the study failed to explain the growth rates 

in these five MENA countries.  

Boulila and Trabelsi (2004) tried to explain the causality between financial development and economic growth in 

MENA countries for the years between 1960 and 2002. The study revealed causality from real sector to financial 

sector and found some scant evidence that financial sector would lead to long-term growth. 

Abu-Bader and Abu-Qarn (2006) applied the Granger causality test with co-integration and vector 

error-correction models for different periods from 1960 to 2004 in five MENA countries (Algeria, Egypt, 

Morocco, Syria and Tunisia) by using four different financial development indicators. Empirical results indicated 

scant evidence for the existence of a long-term relationship between financial development and economic growth. 

Another important finding of the study is that demand-following approach which maintains that development in 

finance sector will lead to economic growth is not valid for these five countries. 

Al-Zubi et al. (2006), who examined the relationship between financial development and economic growth in 11 

Arab countries in the period between 1980 and 2001, followed the model utilized in Levine’s study (1997). The 

results of the analysis indicated that the financial indicators used in the study are statistically insignificant and do 

not affect economic growth. Besides, the findings that the public sector credits within the total domestic credit 

have statistically significant positive effect on economic growth indicate that public sector was dominant and 

financial sector was still less-developed in these 11 Arab countries. 

Kar et al. (2010) carried out a study to determine the direction of causality between six different financial 

development indicators and economic growth by using panel causality method in the period between 1980 and 

2007 for 15 MENA countries. The findings obtained from this study indicate that the direction of the causality 

between financial development indicators and economic growth is not clear. 

Goaied and Sassi (2010), who examined the financial development-growth relationship using unbalanced panel 

data from 16 MENA countries for the period between 1962 and 2006, found that while the relationship between 

financial development and growth was negative in oil-exporting MENA countries, in countries without oil 

resources the direction of this relationship was positive and statistically insignificant. Furthermore, they revealed 

that the relationship between Islamic banking and economic growth was positive but weak in financial markets. 

4. Data Set and the Econometric Model 

This study utilized the panel co-integration method to test the relationship between financial deepening and 

economic growth and conducted an econometric analysis on MENA countries. Data for the period between 2000 

and 2014 for 12 countries (Algeria, Bahrain, Egypt, Israel, Jordan, Kuwait, Oman, Qatar, Sudan, Tunisia, Turkey 

and Yemen) was compiled from World Bank World Development Indicator (2015) database. The econometric 
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analysis was conducted via the EViews 8 and Gauss 10 software programs.     

Three variables that are widely used in empirical research to model the different definitions of financial 

deepening were used in this study. The first of these variables is the ratio of liquid liabilities of the financial 

system, which is the most comprehensive measure of financial deepening. A high ratio refers to a higher level of 

deepening in the financial system and is mostly related to the function of financial markets to carry out financial 

transactions rather than to the function of transferring savings to investors. While the ratio of domestic credits to 

Gross Domestic Product (GDP) is the second indicator, the third indicator is the ratio of private sector credits to 

GDP. A high ratio of private sector credits to GDP indicates that banking sector and private sector have more 

influence on economy. Similarly, the ratio of domestic credits to GDP is an indicator of high level of domestic 

investment and financial system development. The study used GDP per capita values for each country to 

represent the economic growth variable. Explanations for the variables used in the econometric analysis and data 

sources are given in Table 1. 

 

Table 1. The definition of the variables and data sources 

Variable Series Data Source 

𝐿𝑃𝑅𝐼𝑉_𝐶𝑅𝐸𝐷𝐼𝑇 Domestic credit to private sector (% of GDP) World Bank, WDI 

𝐿𝐹𝐼𝑁_𝐶𝑅𝐸𝐷𝐼𝑇  Domestic credit provided by financial sector (% of GDP) World Bank, WDI 

𝐿𝐿𝐼𝑄_𝐿𝐼𝐴  The ratio of liquid liabilities of the financial system as % of GDP International Monetary Fund, IFS. 

𝐿𝐺𝐷𝑃  GDP per capita (constant 2010 US$) World Bank WDI 

𝐿𝐺𝑂𝑉  General government final consumption expenditure (% of GDP) World Bank WDI 

𝐿𝑇𝑅𝐴𝐷𝐸  The total value of imports and exports of goods and services (% of GDP) World Bank WDI 

𝐿𝐼𝑁𝐹  Consumer price index (2010 = 100) World Bank, WDI 

 

As in the study of Hassan et al. (2010), the ratio of trade to GDP and the ratio of general government final 

consumption expenditure to GDP variables were added in the study to represent the size of the real sector and the 

weight of financial sector in economy. To represent price movements, consumer price index was also included in 

the study as another control variable.    

The hypothesized models are given in Equations 1, 2 and 3. 

MODEL I: 𝐿𝐺𝐷𝑃 = 𝛽0 + 𝛽1𝐿𝑃𝑅𝐼𝑉_𝐶𝑅𝐸𝐷𝐼𝑇 + 𝛽2𝐿𝑇𝑅𝐴𝐷𝐸 + 𝛽3𝐿𝐺𝑂𝑉 + 𝛽4𝐿𝐼𝑁𝐹 + 𝜀       (1) 

MODEL II: 𝐿𝐺𝐷𝑃 = 𝛽0 + 𝛽1𝐿𝐹𝐼𝑁_𝐶𝑅𝐸𝐷𝐼𝑇 + 𝛽2𝐿𝑇𝑅𝐴𝐷𝐸 + 𝛽3𝐿𝐺𝑂𝑉 + 𝛽4𝐿𝐼𝑁𝐹 + 𝜀       (2) 

MODEL III: 𝐿𝐺𝐷𝑃 = 𝛽0 + 𝛽1𝐿𝐿𝐼𝑄_𝐿𝐼𝐴 + 𝛽2𝐿𝑇𝑅𝐴𝐷𝐸 + 𝛽3𝐿𝐺𝑂𝑉 + 𝛽4𝐿𝐼𝑁𝐹 + 𝜀         (3) 

Panel data analysis, which enables the use of a few countries in the same model, has widely been used in recent 

applied studies. It is a favorable analysis method as it allows for the integrated use of time series and 

cross-section data. Baltagi (2001) listed the advantages of the panel method as follows (Baltagi, 2001, pp. 

37-38): 

 The panel data analysis enables a better control of intergroup heterogeneity effects. 

 It helps decrease multi-collinearity among explanatory variables. 

 It increases the efficiency of econometric estimators with these advantages. 

With panel data analysis, the methods to be used to determine the stationary of the variables, the detection of a 

long-term relationship and causality vary based on the presence of cross-sectional dependence. Thus, in panel 

data analysis, it is necessary first to explore the presence of cross-sectional dependence among the countries in 

the panel and then to continue with unit root, co-integration and causality analysis with the methods appropriate 

for the result obtained earlier. 

5. Methodology and Empirical Findings 

In the empirical analysis which was conducted to reveal the effect of financial deepening on economic 

development in 12 MENA countries in the period between 2000 and 2014, first whether a shock in a country in 

the panel will affect the other countries was tested through cross-sectional dependence tests. Unit root, 

co-integration and causality methods to be used in the following stages were determined based on the results of 

cross-section dependence test. 

5.1 Cross-sectional Dependence and Homogeneity Tests 

The presence of cross-sectional dependence in each series for the 12 countries was researched with the Pesaran 
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(2004) 𝐶𝐷𝐿𝑀2 test and Pesaran et al (2008) Bias-adjusted CD test considering the fact that the time frame in the 

study is larger than cross-section. It was shown with the Pesaran (2004) 𝐶𝐷𝐿𝑀2 test that time frame as well as 

cross-section can take high values (T→∞ and N→∞) as in Eq.(4):  

𝐶𝐷𝐿𝑀2 = √
1

𝑁(𝑁−1)
∑ ∑ (𝑇𝜌̂𝑖𝑗

2
𝑁

𝑗=𝑖+1
− 1)   

𝑁−1

𝑖=1

                       (4) 

Equation 2 calculates the correlation coefficient between the residuals obtained with 𝜌̂𝑖𝑗
2  least square estimator. 

In this method, the null hypothesis claims that there is no cross-sectional dependence among the panel units, 

while the alternative hypothesis points to cross-sectional dependence among the panel units.  

𝐻0: 𝑇𝑕𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑐𝑟𝑜𝑠𝑠 − 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑒 𝑎𝑚𝑜𝑛𝑔 𝑡𝑕𝑒 𝑐𝑜𝑢𝑛𝑡𝑟𝑖𝑒𝑠 𝑖𝑛 𝑡𝑕𝑒 𝑝𝑎𝑛𝑒𝑙.   

𝐻1: 𝑇𝑕𝑒𝑟𝑒 𝑖𝑠 𝑐𝑟𝑜𝑠𝑠 − 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑒 𝑎𝑚𝑜𝑛𝑔 𝑡𝑕𝑒 𝑐𝑜𝑢𝑛𝑡𝑟𝑖𝑒𝑠 𝑖𝑛 𝑡𝑕𝑒 𝑝𝑎𝑛𝑒𝑙.    

For big panels in which time frame as well as cross-section takes high values, Pesaran et al. (2008) developed 

bias-adjusted LM statistics as shown in Equation 5 (Pesaran et al., 2008, p. 108). 

𝐿𝑀𝑎𝑑𝑗 = √
2

𝑁(𝑁−1)
∑ ∑  

(𝑇−𝑘)𝜌̂𝑖𝑗
2 −𝜇𝑇𝑖𝑗

𝜗𝑇𝑖𝑗

𝑁

𝑗=𝑖+1

  

𝑁−1

𝑖=1

                      (5) 

To determine the presence of cross-sectional dependence among the countries in the panel, or in other words, to 

accept the null hypothesis with the Pesaran (2004) 𝐶𝐷𝐿𝑀2 test or the Pesaran et al. (2008) bias-adjusted CD test, 

the obtained statistics must be at 95% significance level and less than 0.05. Cross-sectional dependence test 

results for each model to be estimated in this study are given in Table 2. 

 

Table 2. Cross-sectional dependence and homogeneity tests results 

 Model I MODEL II MODEL III 

 Statistics Probability Statistics Probability Statistics Probability 

𝐶𝐷𝐿𝑀2 (Pesaran, 2004) 17.137 0.000 14.155 0.000 12.103 0.000 

Bias-adjusted CD test (Pesaran et al., 2008) 10.025 0.000 9.500 0.000 9.648 0.000 

∆̃ (Pesaran & Yamagata, 2008) -0.746 0.772 -0.4279 0.665 -0.330 0.629 

∆̃𝑎𝑑𝑗. (Pesaran & Yamagata 2008)         -0.944 0.827 -0.5412 0.705 -0.417 0.661 

 

As seen in Table 2, since the probability values of the 𝐶𝐷𝐿𝑀2 and bias-adjusted CD tests are at 95% significance 

level and lower than 0.05 in three models, the null hypothesis which claims that there is no cross-sectional 

dependence is rejected, and thus the alternative hypothesis is accepted. In each of the three models, there is 

cross-sectional dependence among the countries in the panel.  

In panel data analysis, another important pre-analysis that needs to be carried out in addition to cross-sectional 

dependence is the homogeneity test. The Delta test (∆̃) developed by Pesaran and Yamagata (2008) was used to 

determine the homogeneous and heterogeneous structure of the coefficients of the countries in the long-term 

equation. When the number of countries in the panel is low, ∆̃𝑎𝑑𝑗.  statistics, and when the panel is big, ∆̃. 

statistics produce more meaningful results. The calculations to obtain ∆̃𝑎𝑑𝑗.  and ∆̃.  statistics are shown in 

Equation 6 and 7 (Pesaran & Yamagata, 2008, p. 57).  

∆̂= √𝑁 (
𝑁−1 𝑆̃−𝑘

√2𝑘
)                                     (6) 

∆̃𝑎𝑑𝑗.= √𝑁 (
𝑁−1 𝑆̃−𝐸(𝑍̃𝑖𝑇

√𝑣𝑎𝑟𝑍̃𝑖𝑇
)                                  (7) 

Delta homogeneity test shows that country coefficients are homogeneous in the null hypothesis, but 

heterogeneous in the alternative hypothesis. As the probability value is at 95% significance level and higher than 

0.05, the null hypothesis cannot be rejected and the country coefficients are homogeneous.   

𝐻0: 𝑆𝑙𝑜𝑝𝑒 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 𝑕𝑎𝑣𝑒 𝑕𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦. 

𝐻1: 𝑆𝑙𝑜𝑝𝑒 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 𝑕𝑎𝑣𝑒 𝑕𝑒𝑡𝑒𝑟𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦. 
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When the homogeneity test results given in Table 2 are considered, it can be stated that as the probability value 

for the three models is above 0.05, slope coefficients of countries are homogenous. Based on these findings, it 

can be concluded that there is cross-sectional dependence in the panel that underlies our study and country 

coefficients are homogeneous. The analyses continued with Hadri and Kurozumi (2012) unit root test, which 

takes cross-sectional dependence into account for stationary analysis. 

5.2 Hadri and Kurozumi Unit Root Test 

Hadri and Kurozumi (2012) unit root test examines stationary with the lag length obtained through the CADF 

test developed by Pesaran (2007). In the null hypothesis it is stated that the series does not have unit root and is 

stationary, while in the alternative hypothesis it is claimed that the series has unit root. The CADF test makes 

calculations for each country and produces a common CIPS value for the panel, while Hadri-Kurozumi test gives 

a single result for the whole panel.    

Hadri-Kurozumi test makes two different long-term variance estimation as 𝑍𝐴
𝑆𝑃𝐶and 𝑍𝐴

𝐿𝐴. 𝑍𝐴
𝑆𝑃𝐶  yields more 

meaningful results when there is cross-sectional dependence, while 𝑍𝐴
𝐿𝐴 results are more meaningful when there 

is cross-sectional independence.  

 

Table 3. Hadri and Kurozumi (2012) unit root test results 

 

Variable 
𝑍𝐴

𝑆𝑃𝐶 

Constant 

𝑍𝐴
𝐿𝐴 

Constant 

𝑍𝐴
𝑆𝑃𝐶 

Constant-Trend 

𝑍𝐴
𝐿𝐴 

Constant-Trend 

𝐿𝑃𝑅𝐼𝑉_𝐶𝑅𝐸𝐷𝐼𝑇 0.16 (0.43) 24.41 (0.00) 6.01 (0.00) 28.89 (0.00) 

𝐿𝐹𝐼𝑁_𝐶𝑅𝐸𝐷𝐼𝑇  6.16 (0.00) 14.7 (0.00) -0.
1 (0.50) 4.59 (0.00) 

𝐿𝐿𝐼𝑄_𝐿𝐼𝐴  -1.25 (0.89) -1.39 (0.91) 0.88 (0.18) 14.61 (0.00) 

𝐿𝐺𝐷𝑃  1.92(0.02) 18.33 (0.00) 2.93 (0.04) 12.88 (0.00) 

𝐿𝐺𝑂𝑉  2.72 (0.00) 0.19 (0.42) 0.14 (0.44) 4.40 (0.00) 

𝐿𝑇𝑅𝐴𝐷𝐸  1.16 (0.12) 3.54 (0.00) -1.77 (
.96) -2.19 (0.98) 

𝐿𝐼𝑁𝐹  -0.15 (0.56) 26.9 (0.00) 1.61 (0.05) 75.9 (0.00) 

 

𝐿𝐺𝐷𝑃, which is the common dependent variable of the three models to be estimated to determine the effect of 

financial deepening on economic development in this study, indicates based on the 𝑍𝐴
𝑆𝑃𝐶  and 𝑍𝐴

𝐿𝐴 statistics for 

both the constant and the constant-trend model that the null hypothesis will be rejected at 95% significance level 

and the series is not stationary at this level. The results for the 𝐿𝑃𝑅𝐼𝑉_𝐶𝑅𝐸𝐷𝐼𝑇 variable, which is the first 

financial deepening indicator, reveal that this series has unit root other than the 𝑍𝐴
𝑆𝑃𝐶  statistics for the constant 

model, meaning that the null hypothesis will strongly be rejected. The results for the other financial deepening 

indicator, 𝐿𝐹𝐼𝑁_𝐶𝑅𝐸𝐷𝐼𝑇 variable, show that this series has unit root at 99% significance level according to both 

the 𝑍𝐴
𝑆𝑃𝐶  and 𝑍𝐴

𝐿𝐴 statistics for the constant model and the 𝑍𝐴
𝐿𝐴 statistics for the trend model. 

5.3 Westerlund (2008) Durbin-Hausman Co-Integration Test 

Westerlund (2008) Durbin-Hausman Co-Integration test was used to detect the presence of a long-term 

relationship between financial deepening indicators and economic growth. According to this method, while 

researching the presence of long-term relationship among the series with cross-section dependence, dependent 

variable must be stationary at first difference, whereas there is no such condition for independent variables 

(Westerlund, 2008, p. 205).  

𝐷𝐻𝑔 = ∑ 𝑆̂𝑖
𝑛
𝑖=1 (𝜃̃𝑖 − 𝜃̂𝑖)

2 ∑ 𝑒̂2
𝑖𝑡−1

𝑇
𝑡=2                            (8) 

𝐷𝐻𝑝 = 𝑆̂𝑛 (𝜃̃ − 𝜃̂)2 ∑ ∑ 𝑒̂2
𝑖𝑡−1

𝑇
𝑡=2

𝑛
𝑖=1                            (9) 

The Durbin-Hausman test calculates 𝐷𝐻𝑔 for the group (Equation 8) and 𝐷𝐻𝑝 for the panel (Equation 9). For 

both statistics, it is stated that there is no co-integration among the variables in the null hypothesis. According to 

panel statistics 𝐷𝐻𝑝, the rejection of the null hypothesis means co-integration for the whole panel. According to the 

group statistics 𝐷𝐻𝑔, on the other hand, the rejection of the null hypothesis refers to a long-term relationship in 

some of the countries in the panel (Westerlund, 2008, p. 203).  

For panel statistics For group statistics 

𝐻0: 𝑁𝑜 𝑐𝑜𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛  𝐻0: 𝑁𝑜 𝑐𝑜𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛  

𝐻1: 𝐶𝑜𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑝𝑎𝑛𝑒𝑙 𝐻1: 𝐶𝑜𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑐𝑜𝑢𝑛𝑡𝑟𝑖𝑒𝑠 
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Based on this method, the calculated 𝐷𝐻𝑝 panel statistics and 𝐷𝐻𝑔 group statistics must be higher than the critical 

table value to reject the null hypothesis and to reach the conclusion that there is co-integration among the variables 

(Westerlund, 2008, p. 204). The Durbin-Hausman co-integration test results are given in Table 4.  

 

Table 4: Westerlund (2008) Durbin-Hausman co-integration test results 

 𝐷𝐻𝑔 group statistics  𝐷𝐻𝑝 panel statistics 

Model I 8.214 -0.919 

Model II 3.929 -0.319 

Model III 5.769 -0.779 

Critical Values 

%1 

%5 

%10 

 

2.33 

1.645 

1.28 

 

2.33 

1.645 

1.28 

 

Durbin-Hausman group statistics given in Table 4 show that for models 1, 2 and 3, the null hypothesis was 

rejected at 99% significance level and thus, there is a long-term relationship in some countries. Based on this 

finding, it can be stated that there is co-integration between financial deepening indicators and economic growth in 

some country groups in the panel. However, when Durbin-Hausman panel statistics is examined, it is seen that the 

null hypothesis is accepted for all models and that there is no indication of a long-term relationship in the whole 

panel. 

5.4 The Estimation of Long-Run Parameters 

As the co-integration methods indicate a long-term relationship among the variables, long-term coefficients must 

be obtained with parameter estimation as well. For this purpose, long-term equations expressed in Equations 1, 2 

and 3 were estimated with the Pesaran (2006) Common Correlated Effects (CCE) method. The linear panel data 

model, in which 𝑖 indicates cross-section unit and t represents time, can be written as in Equation 10. 

𝑌𝑖𝑡 = 𝛼𝑖
′𝑑𝑡 + 𝛽𝑖

′𝑥𝑖𝑡 +  𝑒𝑖𝑡                                 (10) 

𝑒𝑖𝑡 = 𝛾𝑖
′𝑓𝑡 + 𝜖𝑖𝑡                                     (11) 

𝑑𝑡 is the 𝑛𝑥1 vector of the common effects observed as constant term and seasonal dummies, while 𝑥𝑖𝑡 is the 

observed 𝑘𝑥1 vector of the individual estimators of the 𝑖 cross-section unit at t time. In the error term 

equation in Eq. (11), 𝑓𝑡  represents the 𝑚𝑥1  vector of unobservable common effects, and 𝜖𝑖𝑡  indicates 

individual errors (Pesaran, 2006, p. 971). This method is effective as it makes calculations through a model in 

which the observed regressors are extended with the cross-section mean of the dependent variable and a 

individual regressor. Monte Carlo calculations show that CCE estimator yields satisfactory results even with a 

small sample and in a short time frame (Pesaran, 2006, p. 967). 

 

Table 5. Pesaran (2006) CCE estimation results 

 MODEL I MODEL II MODEL III 

 Coefficient t-stat Coefficient t-stat Coefficient t-stat 

𝐿𝑃𝑅𝐼𝑉_𝐶𝑅𝐸𝐷𝐼𝑇 0.058 0.93     

𝐿𝐹𝐼𝑁_𝐶𝑅𝐸𝐷𝐼𝑇   0.015 0.25   

𝐿𝐿𝐼𝑄_𝐿𝐼𝐴     0.109 1.14 

𝐿𝑇𝑅𝐴𝐷𝐸 0.075* 1.75 0.091 1.26 0.029 0.36 

𝐿𝐺𝑂𝑉 -0.274*** -2.90 -0.166* -1.71 -0.266*** -2.74 

𝐿𝐼𝑁𝐹 0.218** 1.92 0.274*** 2.83 0.217*** 2.39 

𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 8.277*** 8.71 7.81*** 7.43 8.233*** 6.62 

Note. *, **, and *** indicate rejection of the null hypothesis at the 10, 5, and 1 percent levels of significance, respectively. 

 

Long-term coefficients for the three models estimated to determine the relationship between financial deepening 

and economic growth are given in Table 5. According to these results, although each financial deepening 

indicator affects economic growth positively, the results are not statistically significant. According to the results 

of the first model in which private sector domestic credit is the financial deepening indicator, openness rate and 

inflation rate affect economic growth positively at 10% and 5% significance level, respectively. In the same 
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model, the effect of government final expenditure on economic development is negative and statistically 

significant. Similar results were observed in the other two models. Consumer price index in the models where 

both the volume of credit given by the finance sector and liquid liabilities variables are indicators of financial 

deepening affect economic development positively at 1% significance level, while the effect of government final 

expenditure on economic development is negative and statistically significant. According to these findings, 

although the effect of financial deepening on economic development is positive, but statistically insignificant, 

the effect of government final expenditure is statistically significant. These results indicate that in the 12 MENA 

countries in the sample, public sector has a larger share in the financial system compared to the private sector. 

5.5 Emirmahmutoğlu and Köse Causality Analysis 

The findings from the co-integration test revealed that there is a long-term relationship among the variables, 

which also indicates the possibility of causality. Granger VECM method is used to detect causality when 

variables are co-integrated. However, before this method is applied, some pre-tests must be conducted to reveal 

the level of stationary and the co-integration relationship. Similar to the Toda and Yamamoto (1995) causality 

test, which does not require these pre-tests in time-series analysis, Emirmahmutoğlu and Köse (2011) developed 

a method to be used in the panel data analysis. In this method, which can also be used when cross-sectional 

dependence is present, it is not necessary for the series to have the same level of steadiness and to be 

cointegrated (Emirmahmutoğlu & Köse, 2011, p. 870).   

The panel VAR model with the variable P can be written as in Eq. (10): 

𝑍𝑖,𝑡 = 𝜇𝑖 + 𝐴𝑖1 𝑍𝑖,𝑡−1 + ⋯ + 𝐴𝑖𝑘𝑖 𝑍𝑖,𝑡−𝑘𝑖 + 𝑢𝑖𝑡                        (10) 

In this equation, 𝑖 represents cross-section units, t represents time, and  𝜇𝑖 represents fixed-effects vector 

with p dimension. This method allows for variations in 𝑘𝑖  lag length for each country (Emirmahmutoğlu & 

Köse, 2011, p. 871). To give 𝑑𝑚𝑎𝑥𝑖  is the maximum integration levels of variables, 𝑘𝑖 + 𝑑𝑚𝑎𝑥𝑖 lagged VAR 

model in heterogeneous panel can be written as shown in Eq. (11) and (12). Eq. (11) is estimated for causality 

from X to Y, while Eq. (12) is estimated for causality from Y to X (Emirmahmutoğlu & Köse, 2011, pp. 

871-872).   

𝑋𝑖,𝑡 = 𝜇𝑖
𝑥 + ∑ 𝐴11,𝑖𝑗 

𝑘𝑖+𝑑 𝑚𝑎𝑥𝑖
𝑗=1 𝑋𝑖,𝑡−𝑗 + ∑ 𝐴12,𝑖𝑗 

𝑘𝑖+𝑑 𝑚𝑎𝑥𝑖
𝑗=1 𝑌𝑖,𝑡−𝑗 + 𝑢𝑖𝑡

𝑋               (11) 

𝑌𝑖,𝑡 = 𝜇𝑖
𝑌 +  ∑ 𝐴21,𝑖𝑗 

𝑘𝑖+𝑑 𝑚𝑎𝑥𝑖
𝑗=1 𝑋𝑖,𝑡−𝑗 + ∑ 𝐴22,𝑖𝑗 

𝑘𝑖+𝑑 𝑚𝑎𝑥𝑖
𝑗=1 𝑌𝑖,𝑡−𝑗 + 𝑢𝑖𝑡

𝑌               (12) 

The Fisher statistics was calculated to choose between the null hypothesis which states that there is no causality 

and the alternative hypothesis which suggests causality.  

𝜆 = −2 ∑ ln(𝑝𝑖)            𝑖 = 1,2,3, . . 𝑁𝑁
𝑖=1                      (13) 

In the Fisher statistics expressed in Eq. (13), 𝑝𝑖  is the probability value of the Wald statistics for 𝑖 cross-section 

unit. This statistics has the chi-square distribution at 2N degree of freedom (Emirmahmutoğlu & Köse, 2011, p. 

872). Table 6 gives the results of the Emirmahmutoğlu and Köse (2011) causality test pertaining to economic 

development, which is the dependent variable in the study, and the financial deepening indicators. As the results 

in the table show, while the private sector credit, which is the first financial deepening indicator, is the reason 

behind economic growth in five of the countries in the sample, in three countries economic growth lead to 

private sector credits.  

 

Table 6. Emirmahmutoğlu and Köse (2011) causality test results  

 

Country 
𝐿𝑃𝑅𝐼𝑉_𝐶𝑅𝐸𝐷𝐼𝑇   

→ 𝐿𝐺𝐷𝑃 

𝐿𝐺𝐷𝑃 → 

𝐿𝑃𝑅𝐼𝑉_𝐶𝑅𝐸𝐷𝐼𝑇  

𝐿𝐹𝐼𝑁_𝐶𝑅𝐸𝐷𝐼𝑇   

→ 𝐿𝐺𝐷𝑃 

𝐿𝐺𝐷 →  

𝐿𝐹𝐼𝑁_𝐶𝑅𝐸𝐷𝐼𝑇  

𝐿𝐿𝐼𝑄_𝐿𝐼𝐴  

→ 𝐿𝐺𝐷𝑃 

𝐿𝐺𝐷𝑃→ 

 𝐿𝐿𝐼𝑄_𝐿𝐼𝐴  

Algeria 7.76 4.39 17.6** 1.59 0.00 1.35 

Bahrain 4.51 0.29 2.34 0.13 0.98 4.87 

Egypt 6.75 70.1*** 1.28 0.80 1.44 5.34* 

Israel 0.30 3.45* 2.59 1.27 28.4*** 13.8*** 

Jordan 0.52 2.68 6.09 10.7* 2.78 12.0*** 

Kuwait 2.74 33.3*** 2.30 0.49 0.85 4.48* 

Oman 18.7*** 0.84 1.76 0.04 2.13 14.6*** 

Qatar 0.85 4.86 1.21 1.13 106*** 2.06 

Sudan 57.5*** 8.05 2.56 0.51 81.2*** 6.87* 

Tunisia 14.4** 1.83 0.56 0.95 0.58 0.38 

Turkey 12.3* 6.56 2.31 1.22 12.9*** 5.36 

Yemen 23.6*** 1.16 0.21 0.00 0.01 0.24 
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Causality test results for the relationship between domestic credit provided by financial sector- one of the 

financial deepening indicators- and economic growth can be seen in the fifth and sixth columns of Table 6. 

According to these results, among 12 countries, only in Algeria domestic credit provided by financial sector is 

the reason for economic growth and only in Jordan economic growth is the reason behind domestic credit 

provided by financial sector. The third financial deepening indicator, the ratio of liquid liabilities of the financial 

system, leads to economic growth in four countries and is the result of growth in six countries. 

6. Conclusion 

This study examined the relationship between financial deepening and economic growth using data for 12 

MENA countries from the period between 2000 and 2014. The most widely-used indicators in the literature to 

measure financial deepening are domestic credit to private sector to GDP, domestic credit provided by private 

sector, and the ratio of liquid liabilities of the financial system to GDP. In three different models in which each 

indicator represents financial deepening, the common dependent variable was GDP percapita, and common 

control variables were consumer price index, openness rate and government final expenditure to GDP. As there is 

cross-section dependence among the countries in the sample, econometric analysis was conducted with 

Hadri-Kurozumi (2012) unit root test, Westerlund (2008) Durbin-Hausman cointegration test, Pesaran (2006) 

CCE parameter estimator and Emirmahmutoğlu and Köse (2011) causality test.   

Following the Hadri and Kurozumi (2012) unit root test results, which indicated that variables have different 

stationary levels, Westerlund (2008) co-integration test, which helps detect the long-term relationship among 

series that are statinary at different levels, was conducted. The Durbin-Hausman group test results of this method 

indicated that there is a long-term relationship between financial deepening and economic growth in some 

countries in the panel. Although the long-term coefficients obtained through Pesaran (2006) CCE estimator show 

that financial deepening indicators affect economic development positively, this effect is statistically 

insignificant. Despite this result, it was also found that government final expenditure has a statistically 

significant effect on economic growth, which indicates that public sector is more influential than finance sector 

in MENA countries. The causality results revealed that economic growth results from domestic credit provided 

by financial sector in five countries, from domestic credit provided by financial sector in one country, and from 

the ratio of liquid liabilities of the financial system in four countries. In other words, there is a one-way causality 

relationship from financial deepening indicators to economic growth in these countries. 
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