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Abstract  

This article scrutinizes the relation between the monetary policy and the financial stability driving data from 

CEMAC zone countries. Furthermore, it aims to know if in addition to its mandate about price stability, the 

BEAC bank integrates the financial stability in its monetary policy. My method is based on the Taylor Increased 

Rule estimation of the financial price assets and the econometric test. The results show that the separated 

policy-mix better fits for CEMAC zone countries. Furthermore, it comes out that the adapted monetary policy 

practiced by BEAC bank currently ensures the price stability. 

Keywords: policy-mix, monetary policy, the Taylor increased rule, macro prudential policy, price and financial 

stability 

1. Introduction 

This paper aims to answer the question whether the financial stability is correlated to the price stability. The 

financial crisis in 2007 in USA had demonstrated that the financial instability was not the main phenomenon that 

solely affect emerging economies likely to face economic policy errors or speculative attacks of foreign investors 

(Cartapanis, 2011). This crisis that the USA financial system, which is viewed as the most reliable, encountered 

demonstrated that the complex factors leading to a financial instability. It has contributed to the profound 

revision of most existing financial and bank governance systems with a particular attention to the role of central 

banks and the relation between monetary and financial stability. In fact, the insight from this financial crisis 

insistently raises the issue whether, based on the current context of economic globalization, it is not possible to 

add the financial stability as another objective to the monetary stability within the core responsibility of central 

banks. 

In contrast to monetary stability, which is easily definable and quantifiable, financial stability is a complex 

concept, hard to grasp and has not yet got a granted definition (Gill Hammond, 2007). It depends on 

microprudential policy which is concerned on the one hand by the microprudential, which deals with the 

prevention of individual bank difficulties and on the other hand macroeconomic and monetary stability 

objectives. 

The financial stability can also be accounted by in terms of the financial system instability absence in a whole 

(Note 1). It is not synonymous to the elimination of the market volatility, but rather by the premonition against 

an excessive volatility of the asset price on the one hand, and against an excessive expansion of the credit on the 

other hand. 

The financial stability can also become an important factor for the economic growth; the relation between the 

monetary policy and the financial stability remains a priority either for theoretical or applied research along these 

decades. 

Firstly, on the theoretical ground, the debate on the monetary policy is focused on the relation between inflation 

and economic activity. The question related to financial stability or instability has been given the second position. 

In fact, till the crisis, the consensus guiding central bank actions since 1990 was based on the hypothesis that 

monetary stability was a relevant and sufficient condition for financial stability. Otherwise, the monetary stability 

necessarily conducted to the financial stability and sustainable economic growth.   

This hypothesis was worthy in 1999-2000 known as “Great moderation” period characterized by a low and 

stable inflation around 2% amongst G7 countries in contrast to inflationist tensions from 1990 to 2000. Yet, the 
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start of the crisis in 2007 has shown that the monetary stability from 1990 to 2000 was prejudicial to financial 

stability since it has incited economic actors, and particularly banks, to take more risks which lead to the crisis 

(Borio et al., 2012): it is the credibility paradox. It follows that the mere relation which consisted in claiming that 

monetary stability is a relevant and sufficient condition to financial stability does not hold. The inflation is not a 

good indicator to predict a financial crisis (Note 2) and the financial stability becomes a relevant condition to 

economic growth (Note 3). In this connection, the macroprudential tool looks like an instrument dedicated to 

fight financial instability, hence the relation between the financial stability and monetary stability gets its climax 

position either in theoretical or applied research.    

Two approaches current raise the debate on the orientation policy clean vs lean monetary policy in front of 

macroprudential policy: separated policy mix and integrated policy mixed. 

The former advocates the separation between monetary policy and macro-prudential policy, each being under the 

supervision of specific and distinct bodies, one of which is in charge of monetary stability and the other in charge 

of financial stability (Svensson, 2012, Bernanke, 2010, 2012). According to Tinbergen‟s rule and Mundell 

Principle, the separated policy mix asserts that monetary policy depends totally on monetary stability and 

macroprudential policy on financial stability. The central bank is more implied in the supervision of financial 

establishments.   

The latter approach postulates an integration of the monetary policy and macroprudential policy. One or the other 

should be ruled by the same body for a better organization between respective objectives (Adrian & Shin, 2009; 

Mishkin, 2011; Eichengreen et al., 2011). The monetary and financial stability will be integrated in the same 

Augmented Taylor Rule. It is about the extension of Taylor Rule in order to include a financial variable such as 

the credit (Christiano et al, 2010), monetary supply (Issing, 2011) or financial imperfection indicators (Wooford 

& Curdia, 2009) (Note 4). However, this approach shows some limitations in connection to the implementation 

of the rule elaborated by Tinbergen in 1952. Thus, the interest rate cannot alone achieve three objectives: 

monetary stability, macroconjectural stability, and financial stability.   

Intermediary solutions between the two approaches are possible (Note 5). In the light of Beau et al. (2011), the 

optimal policy mix solely depends on the type of shock, the crossing conditions regarding inflation and financial 

stability. So, for some central bankers, the integrated system represents an emergency solution, but should only 

be used if it is “the only possible solution” in case of extreme crisis. Under these exceptional conditions, 

Bernanke (2012) does not exclude to resort to the interest rate to fight financial instability. Yet, uncoupled policy 

mix suits under normal circumstances. The choice of policy mix is not simply a theoretical issue, it is rather 

empirical because it varies according to macroeconomic conditions. 

In fact, under empirical view, the general dynamic equilibrium models and stochastic are the main macro 

conjectural modeling tools issued from macroeconomic theory since the beginning of 2000s. They start 

integrating financial frictions that they ever integrated before the crisis. The most current integrate the action of 

macroprudential policy in addition to that of monetary policy. 

A number of authors even go further in combining one or more macroprudential tools with one Augmented 

Taylor Rule for a given financial target, and hence permitting the articulation of the interest rate and the 

macroprudential tools to restore financial stability.  

Moreover, under methodological perspective, the diversity of model is important. Some models standardize reply 

coefficients of Taylor Rule when the others optimize them. Even when the reply coefficients of Taylor Rule 

result from optimization, methods are different. The optimization can concern inflation change and production. 

Or one can have recourse to one function of ad hoc loss of the central bank with or without financial stability as 

a support argument.  

It is thus difficult based on the results of the previous conclusions to hypothesize whether the central banks 

should take or should not take into account macroprudential policy for their rate regulation. As things stand, it is 

obvious that a policy that enables to face the accumulation of financial disequilibria is not appropriate and it is 

not enough that monetary policy responsible try to eradicate macroeconomic consequences during bear phase. 

The question that immediately crops out is to know if in the future the monetary policy will more contribute to 

maintain the financial stability and eventually gets an important role. 

So, this is the proven interest of carrying out a study dealing with the relation between monetary policy and 

financial stability. Furthermore, if we take for granted the hypothesis which is widespread in the literature that 

macroprudential policy is an essential condition for financial stability, it is worth examining how such a concern 

is observed in CEMAC (Note 6) zone in view of the importance of the direct and indirect channels through 
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which the asset prices affect the economic agent behaviours and the whole economy. 

In fact, in CEMAC zone countries, a distinct bank commission shares the bank regulation with BEAC bank, but 

the global prudential responsibility depends on CEMAC zone council of Ministers. However, other regional 

entities are in charge of the regulation of non-bank financial establishments of the zone. 

Since the macroprudential responsibility is shared, the question raises is whether in addition to its role for 

financial stability, BEAC bank integrates financial stability in its governance of monetary stability. 

The remaining work includes two sections and a concluding remark. Second 2 is about the determination of the 

model of reaction function of the central bank; the estimation and the analysis of the key results is the concern of 

section 3. 

2. Determination Model for BEAC Reaction Function 

This section is devoted to provide an overview of the theoretical framework worthy for the analysis before 

providing specificity of the model for estimation purpose. 

2.1 Presentation of the Model 

Starting from the hypothesis that the macroprudential policy should stand as an essential tool in the future for the 

financial stability in CEMAC zone, we purport to provide a method capable of modelling a reaction function for 

monetary authorities that can include one or more types of macroprudential policies. 

Considering, under this perspective Angeloni and Faia (2013), Kannan et al. (2012) and IMF (2012, 2013), a 

general dynamic equilibrium model and stochastic, which is, as stated so far, the main tool of macroprudential 

modelling issued from macroeconomic theory.  

The advantage of this model is that it enables to incorporate macroprudential rules used to limit financial 

fluctuations and to represent monetary policy by means of a Taylor Rule which can make reply the interest rate 

either to fluctuation gaps, production gap and financial gap. 

This model is also advantageous as it represents several types of mix policies: separated mix policy according to 

which monetary policy does not correspond to financial conditions and it centers on the stability of inflation and 

production, and integrated policy mix which admits that monetary policy cooperate with macroprudential policy 

and backs it up to respond to financial instability. 

The response coefficient value to financial condition under the Taylor Rule that this model uses seems to be the 

variable that better represents the point of articulation between monetary policy and macroprudential policy in 

the search for financial stability. 

It is then fortunate to explain the differences of the coefficient value and policy mix nature indeed. The function 

of reaction looks like an Augmented Taylor Rule whose loss function is given the following schema: 

£ = 𝐸𝑡(𝑦𝑡 − 𝑦∗ − µ𝑡)2 + 𝛼(𝜋𝑡 − 𝜋∗)2 + 𝛽(𝜌𝑡 − 𝜌∗)2                        (1) 

Where in: 

- Et, the expectancy at time t of the loss; 

- yt, refers to effective growth rate at time t (y* is the potential production rate); 

- πt, stands for the inflation rate at time t (is the token target value by the central banker);   

- pt, is the financial stability level at time t and p* its optimal level; 

- µt, the different type of shocks that affect an economic activity. 

The equation (1) formalizes the response of the nominal interest rate of the central bank with three gaps: an 

inflation gap, a production gap and a financial gap.  

2.2 Specification of the Model 

It is worth claiming that a financial gap is very complex as it can refer to credit spread, the price of real estate, 

the price of actions, credit growth rate, or money supply (we can also find synthetic financial indicators). 

The inflation, production and financial gap response coefficients are β, γ, δ respectively. These coefficients show 

the intensity of the central bank response and are on top of economy structure (for example inflation/production 

arbitration) and the central bank preferences represented in its loss function. In this perspective, more the 

response to the interest rate to financial condition is higher, more the policy mix becomes integrated; conversely 

when the response is low so the policy mix is separated. The monetary rule specific to this type is as follows: 
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𝑖𝑡 = 𝛼0 + 𝛽𝑋𝑡 + 𝛾(𝜋𝑡 − 𝜋∗)𝑡 + 𝛿(𝜌𝑡 − 𝜌∗)𝑡 + µ𝑡                     (2) 

Where in: 

- it is the central interest rate dictated by monetary authorities at time t; 

- Xt refers to output gap or production gap at time t; 

- (πt-π*) refers to a gap at time t between the inflation rate and the target established by monetary authorities; 

- (𝜌𝑡 − 𝜌∗)𝑡 represents a gap at time t between financial value (pt) and their value being fundamental (p*); 

- µ𝑡 represents error term.       

This specification is advantageous as mentioned above because it permits to: 

1/- draw a conclusion from policy mix modalities between monetary policy and macroprudential policy; 

2/- distinguish between two cases of polarity: a separated policy mix wherein monetary policy remains 

concentrated on the financial stability and macro-conjectural policy whereas macro prudential policy aims to 

financial stability in adjusting the central rate concerning financial conditions.  

Moreover, we put forward the hypothesis that BEAC is incapable of distinguishing movements in accordance 

with fundamentals to those which are not.  

Following Wooford (2012), one can admit that there is arbitration of BEAC monetary authorities between 

macroeconomic stability (inflation, production) and financial stability. The response coefficients will depend on 

BEAC preferences in its loss function. For IFM (2013), it is a commonly argued that for a central bank to think 

of financial stability affects its anti-inflationist credibility. Three types of constraints are distinguished indeed: 

1- γ must be negative, we expect a negative relation between γ and δ, hence a separate policy-mix due to the 

objective conflict prejudicial to the central bank credibility in relation to the price stability. Formally, we expect a 

negative sign for the explanatory variable γ. 

2- The expected sign for β variable, i.e. the production, is less obvious. Due to the objective conflict, we can 

expect a negative sign. Yet, if the central bank is more „Dove‟ (high preference for the production and 

employment and the financial stability by extension) than „falcon‟ (strong anti-inflationist preference), he will 

likely care about the production and look more open to other objectives than inflation. In this perspective, he can 

also be open to financial objective as a final objective. The expected sign in front of β is ambiguous.  

3- The financial gap response coefficient value (δ) is representative to the articulation between monetary policy 

and macroprudential policy. If the coefficient value is significant, the monetary policy cares about the financial 

stability. The policy-mix is thus integrated. However, if the coefficient value is not significant, BEAC bank cares 

less about the financial stability. In this respect, the macroprudential policy is affected by the financial stability 

objective. The ensuing section is devoted to the estimation of the model as well as its analysis.              

3. Estimation of the Model and Analysis of the Main Results 

We are firstly going to estimate the model through equation 2 before undertaking the analysis of the main major 

results. 

3.1 The Model Estimation 

The model estimation requires a prior choice of the different variables of the model. This mainly concerns the 

choice of the interest rate measure, inflation rate, and financial and production gap. In fact, this study drives data 

from BEAC database. These are annual database and cover 1980-2013 (Note 7) period. 

a) The analysis of the model variable 

Firstly, the interest rate is nothing but the central bank refinancing rate for an annual change period. Figure 1 

below illustrates the evolution of this variable through time. 
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Figure 1. The evolution of interest rate from 1980 to 2013 (%) 

 

Secondly, the inflation rate is the consumer price index growth rate (IPC) during a year provided by BEAC. 

Figure 2 shows this variable. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The evolution of inflation rate from 1980 to 2013 (%) 

 

Thirdly, the output gap measure, the effective rate marked yt represents a growth computed from volume index 

of a real GDP taken from BEAC statistics. We have specifically used In (GDPt/GDP*) whereof GDP* is a 

potential GDP. Potential GDP data have been elaborated following Hodrick-Prescott filter application (Note 8). 

This approach is worth considering because it provides a statistic estimation framework compatible with a 

central bank real time analysis. Chart 3 hereafter provide a synthetic overview of this variable for 1980-2013 

period. 
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Figure 3. The evolution of output gap from 1980 to 2013 (%) 

 

Finally, to get macroprudential value, we hypothesize that in CEMAC zone, financial assets are essentially made 

of cash. Money is a financial asset whose holding depends on its price in connection to other assets. A rise of the 

interest rate can lead agents to orientate their cash towards a non-monetary investment which is more profitable.  

Based on thee bank system and the underdevelopment of money markets, we have selected “proxy” as our value 

for financial stability, money supply (M2). Statistic data taken as fundamental for this financial variable have 

been formulated based on Hodrick-Prescott filter. It can be determined as an evaluation error on the financial 

market index in relation to theoretical price, that is to say, according to the difference between its effective value 

and potential value established in percentage of the potential value or by logarithmic version In (pt/p*) used 

afterward. 

 

 
Figure 4. Evolution de M2 de 1980 à 2013 (en %) 

 

b) Estimated model 

We have firstly proceeded by Dickey-Fuller Augmented test (ADF) in order to test the existence of a unit root, 

that is, the average of non-stationary tested variables and determine their hierarchy in analysis. Table 1 below 

points out the major results. 
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Table 1. Dickey-Fuller Augment test results 

Series Specification Delay(s) Statistics Critical values Conclusion 

𝑖𝑡 with C, no T 1 -5,04 -3,65 I(0) 

𝑋𝑡 no C, nor T 1 -4,13 -2,64 I(0) 

𝜋𝑡- 𝜋 ∗ with C, no T 1 -4,90 -3,65 I(0) 

𝜌𝑡- 𝜌 ∗ no C, nor T 1 -3,51 -2,64 I(0) 

  

It transpires from the test that the estimated values of Dickey-Fuller Augmented (ADF) statistics are generally 

low to the critical values at significance level 1%. Consequently, we reject the null unit root hypothesis in favour 

of alternative variable stationarity hypothesis. It comes out that all variables are stationary. It is thus pointless to 

characterize one or more cointegration relation. Let‟s look at identification strategy in the upcoming lines. 

Owing to the intermingled link between the interest rate and macroeconomic variables taken as explanatory 

variables, we could possibly be in front of reverse causality, and hence endogeneity bias. In order to scrutinize 

this potential problem, we make use of Granger causality test, the results of which are formulated in Table 2 

below. 

 

Table 2. Granger test results 

Tested hypotheses  F-statistics (p-value) Conclusion 

Interest rate does not determine output-gap 0,07 (0,93) Acceptation 

Interest rate does not determine inflation  0,34 (0,72) Acceptation 

Interest rate does not determine money supply 0,39 (0,68) Acceptation 

 

The results issued from Granger Test come to the conclusion that the three hypotheses are well accepted. Indeed, 

there is probably no reverse causality in the model, and hence no endogeneity bias. The upcoming section 

highlights the major results of the estimation. 

3.2 Major Results of the Estimation 

Based on Eviews 7 software, the results of estimation (cf. annexes) appear as follows (Note 9): 

)(61,9)(87,008,290,15
**

tttttt Xi  
 

                            (6,95)  (0,10)   (6,37)          (0,94) 

N = 34; 

R² adjusted: 0,71; 

Heteroskedasticity correction: White; 

% Q = 100; 

JB (p-value) =0,12. 

Under econometric diagnostic level, results are robust to heteroskedasticity by White method application. %Q 

indicator proves that there is no fraction auto-correlation, and thence to no delay. Finally, Jarque-Bera test 

confirms a normal fraction. 

Generally speaking, the processed tests on the model promote the validation of the model to represent the 

interest rate dynamics. In broad sense, two hypotheses can be formulated: 

1) Separated policy mix practice in CEMAC zone; 

2) An adapted monetary policy rule practice.  

3.2.1 Separated Policy Mix Practice 

It appears that the coefficient associated to asset price variability is low, that is, non-significant. This means that 

the selected macroprudential tool (money supply) directly constrains borrowers and further reduces the response 

of monetary policy to financial stability. It is thus less in favour of integrated policy mix wherein monetary 

policy responds to financial instability in order to support macroprudential policy for financial stability.  

It follows that financial stability is not an intermediary objective to BEAC as Figure 5 below illustrated.   
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(---: macroprudential variable, __: interest rate) 

Figure 5. The evolution of the central rate and financial asset prices 

 

It results from Figure 5 that BEAC does not take into account financial asset price because the two series 

(interest rate and asset price) are not procyclical. This clearly demonstrates that monetary authorities of CEMAC 

zone are less likely to change their strategy to incorporate a new financial stability objective. Thus, it is doubtless 

that they will prefer to keep their traditional consensus of separated policy mix instead of integrated policy mix. 

This confirms the principle that the central rate is independent of the evolution of financial asset price. Since the 

symbol γ is negative, taking into account a new financial stability objective leads to a conflict of objectives 

which is prejudicial to the credibility of BEAC bank in terms of price stability. As BEAC grants great interest on 

inflation and engages its credibility in order to achieve its price stability, more it is reluctant to pay attention to 

financial stability. In this respect, the financial stability must be under macroprudential policy. This leads to the 

adoption of the separated policy mix in CEMAC zone.  

The Implementation of the separate policy mix requires the BEAC bank to adopt an efficient supervision system. 

This will imply BEAC bank to extend its supervision on banks as well as other intermediary financial 

establishments, i.e. non-bank financial establishments.  

3.2.2 An Adapted Monetary Policy Rule Practice 

Like the standard Taylor Rule, the monetary policy is optimal if it minimizes the inflation and production gaps. 

As the coefficient γ is negative, this presupposes that the inflation target in CEMAC zone is above the current 

inflation. In this respect, the BEAC bank authorities are obliged to maintain the short term base rate interest at a 

low level in order to bring the current inflation up to its target level. 

Moreover, the non-significant output gap response coefficient does not seem to influence policy mix in CEMAC 

zone. Under these conditions, BEAC bank is more concerned with inflation and is not open to other objectives. 

Economic test results advocate an adapted monetary policy rule with a unique objective related to goods and 

service price stability. Put otherwise, as the interest rate is the adjustment variable which allows to stabilize 

inflation to its low level in the CEMAC zone leads to the implementation of an adapted monetary policy. 

By maintaining interest rate to its low level, monetary policy can stimulate demand, but under the current 

circumstances in CEMAC zone, the efficiency of the decrease of credit rate for consumption stimulation and 

private investments solely depends on the good working of the channel for bank credit. Marginal advantages of 

supplementary stimulus are larger when banks are ready to increase credit availability in adjusting credit 

allocation in accordance with monetary condition loosening when credit procedures are not loosened.  

Yet, it is obvious that institutional organizations in CEMAC zone are more and more facing prudential norms 

which do not prompt them to allocate credits (Engone, 2014).  

4. Conclusion 

This paper has examined the link between the monetary policy and financial stability in CEMAC zone. It has 

checked if the financial stability management in the CEMAC zone is integrated in the monetary policy 

governance. In this connection, a BEAC bank reaction function is estimated in integrating not only an inflation 
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and a growth gap, but also a financial stability variable.  

So it appears that an integrated policy-mix is rejected in CEMAC zone in favor of a separated policy mix. In fact, 

the macroprudential policy becomes the only suitable instrument to ensure financial stability in CEMAC zone.  

Finally, the interest rate being an adjustment variable to stabilize inflation at a low level in CEMAC zone 

countries leads to the adoption of an adapted monetary policy in view of bringing the current inflation up to the 

level of the inflation target; what will reinforce the BEAC bank credibility  
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Notes 

Note 1. In contrary to microprudential approach which is interested in each firm but individually. 

Note 2. So, the financial stability cannot be considered as a secondary objective because the crisis has 

demonstrated that the search for the price stability was an important condition, but insufficient to guarantee 

financial stability. Accordingly, the correlation between the two objectives, financial stability and monetary 

stability becomes an insightful question.   

Note 3. The credibility paradox is similar to the tranquility paradox (Hyman Minsky, 1980) according to which 

the excessive debt crisis is settled down when everything is good because the economic agents take the 

advantage of the growth and the interest rate to borrow more. Yet, an interest rate turnaround further to a 

monetary policy tightening renders a sustainable debt unsustainable.   

Note 4. The hypothesis appealing to broaden the definition of inflation measure in order to include some asset 

prices is relevant (Alchian & Klein, 1973; Shibuya, 1992). Augmented Taylor Rule means that monetary policy 

is oriented “lean” to defend macroprudential tool; interest rate and macroprudential tools are supposed to have 

complementary actions.    

Note 5.
 
It concerns conditional policy mix or intermediary approach which is formulated in terms of Asymmetric 

Taylor Rule or non linear sometimes non augmented with a response coefficient on stability changing over time. 

Note 6. CEMAC (Economic and Monetary Community of Central Africa) includes six countries: Cameroun, 

Congo, Gabon, Central African Republic, Equatorial Guinea, and Chad. These countries have a common central 

bank, Bank of Central African States (BEAC). 

Note 7. The choice of the period and sampling period depended on data availability. In fact, infra annual data 

were unavailable. 

Note 8. The filter elaborated by Hodrick and Prescott (HP filter) has been applied in many surveys to evaluate 

potential production (Fisher et al., 1996, Turner, 1995). We have applied a 100 smoothing parameter, a value 

which is generally used for annual data. 

Note 9. Student statistics appear between brackets. % Q is an indicator which summarizes the conclusion of 

Ljung-Box test on fraction autocorrelation to all delays. It particularly provides delays for which the 

autocorrelation absence hypothesis is approved. For example, if % Q=100, this stands for 100% of cases, so the 

autocorrelation absence hypothesis is approved. The selection of this indicator avoids to choose a specific delay 

that should conduct to the approval of Ljung-Box test. Moreover, Jarque-Bora p-value test is reported. The tested 

hypothesis is that fraction distribution is normal. A p-value above 0.05 leads to the approval of the tested 

hypothesis. 

 

Appendix 

Abbreviations: 

TIR = Interest rate 

X = output-gap 

INF = inflation rate 

P = M2 potential growth 
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Granger Tests: 

Granger Test of interest rate / output-gap 

Pairwise Granger Causality Tests 

Date: 09/08/15   Time: 11:02 

Sample: 1 34 

Lags: 2 

  Null Hypothesis: Obs F-Statistic Probability 

  X does not Granger Cause TIR 32  3.69200  0.03825 

  TIR does not Granger Cause X  0.07020  0.93238 

 

Granger Test of interest rate / inflation rate 

Pairwise Granger Causality Tests 

Date: 09/08/15   Time: 11:04 

Sample: 1 34 

Lags: 2 

  Null Hypothesis: Obs F-Statistic Probability 

  INF does not Granger Cause TIR 32  0.15962  0.85326 

  TIR does not Granger Cause INF  0.33629  0.71737 

 

Granger Test of interest rate / money supply  

Pairwise Granger Causality Tests 

Date: 09/08/15   Time: 11:05 

Sample: 1 34 

Lags: 2 

  Null Hypothesis: Obs F-Statistic Probability 

  P does not Granger Cause TIR 32  2.52026  0.09919 

  TIR does not Granger Cause P2  0.38772  0.68232 

 

Conclusion:  

Hypothesis A in every table: we reject tested hypothesis for X, we accept that of INF and accept bound to P. This 

provides an indication for the final estimation: we can expect X to be significant, P is slightly significant or 

slightly non-significant, and INF is non-significant. 

Hypothesis B in every table: we accept the tested hypothesis for all cases. This presupposes that there is no 

reverse causality for none variables. There is no endogeneity to deal with. 

 

Estimations:  

1) No correction with White 

Dependent Variable: TIR 

Method: Least Squares 

Date: 09/08/15   Time: 12:01 

Sample: 1 34 

Included observations: 34 

Variable Coefficient Std. Error t-Statistic Prob. 

C 15.89905 1.690597 9.404400 0.0000 

X 2.075009 19.18822 0.108140 0.9146 

INF -0.868615 0.102839 -8.446327 0.0000 

P 9.605676 12.51075 0.767794 0.4486 

R-squared 0.737294       Mean dependent var 9.567059 

Adjusted R-squared 0.711023       S.D. dependent var 16.19935 

S.E. of regression 8.708217       Akaike info criterion 7.276542 

Sum squared resid 2274.992       Schwarz criterion 7.456114 

Log likelihood -119.7012       F-statistic 28.06531 

Durbin-Watson stat 2.014967       Prob(F-statistic) 0.000000 

Q = 100 % 

JB (p-value) = 0.12 
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2) With correction by White: 

Dependent Variable: TIR 

Method: Least Squares 

Date: 09/08/15   Time: 12:03 

Sample: 1 34 

Included observations: 34 

White Heteroskedasticity-Consistent Standard Errors & Covariance 

Variable Coefficient Std. Error t-Statistic Prob. 

C 15.89905 2.287690 6.949828 0.0000 

X 2.075009 20.84045 0.099566 0.9214 

INF -0.868615 0.136272 -6.374121 0.0000 

P 9.605676 10.17524 0.944024 0.3527 

R-squared 0.737294      Mean dependent var 9.567059 

Adjusted R-squared 0.711023      S.D. dependent var 16.19935 

S.E. of regression 8.708217      Akaike info criterion 7.276542 

Sum squared resid 2274.992      Schwarz criterion 7.456114 

Log likelihood -119.7012      F-statistic 28.06531 

Durbin-Watson stat 2.014967      Prob(F-statistic) 0.000000 

Q = 100 % 

JB (p-value) = 0.12 

The tests prove that there is no need to correct fraction autocorrelation. 

The tests show normal fractions, and hence the processing of tools is not relevant. 

The correlations between explanatory variables (see below) show an above correlation between X and P which could lead to multicollinearity. 

However, to exclude P does not change anything to X, and vice-versa. 

 

 INF X P1 P2 

INF  1.000000  0.416804 -0.197958  0.174831 

X  0.416804  1.000000 -0.102925  0.609100 

P  0.174831  0.609100  0.664055  1.000000 

Series are stationary indeed and does not require any processing. 
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