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Exchange Rate Modelling in Ghana: Do the Purchasing Power Parity

and Uncovered Interest Parity Conditions Hold Jointly?

George Tweneboah
School of Management, University of Leicester, Leicester, UK
E-mail: opokutweneboah@yahoo.com
Abstract

We employ the cointegration and Vector Error Correction methodology to explore exchange rate modelling in Ghana
by considering the interactions between the goods and capital asset markets using monthly data spanning from 1997:1
to 2007:12. The empirical evidence supports a long-run relationship between prices, interest rates, and exchange rates in
which the signs are consistent with the joint validity of the unrestricted PPP and UIP conditions. Further likelihood
ration tests based on the cointegration vector show that the strict forms of the PPP and UIP conditions between Ghana
and the USA do not hold as stationary relations. The findings suggest that the interactions between the goods and
capital asset markets matter for the conduct of monetary policy and exchange rate modelling in Ghana.

Keywords: Exchange Rate Modelling, Multivariate Cointegration Analysis, Purchasing Power Parity, Uncovered
Interest Parity

1. Introduction

Due to the central roles played by international parity conditions such as purchasing power parity (PPP) and uncovered
interest rate parity (UIP) in the modelling of exchange rates, prices and interest rates, researchers have made
considerable efforts to test their empirical validity. A substantial fraction of the empirical evidences for the equilibrium
relationships have failed to establish whether the exchange rate is determined by the level of prices as claimed by the
PPP theory, or by the interest rates differential as suggested by the UIP. On the whole, the two parity conditions have
individually produced mixed empirical results.

The theoretical motivation for the PPP is based on the assumption that internationally produced goods serve as perfect
substitutes for domestic goods in such a manner that a backward adjustment mechanism due to the price differentials is
established. The empirical verification of this hypothesis has generally been very poor (Dornbusch, 1989). A number of
reasons have been cited for this, such as the relative importance of the tradable and non-tradable sectors between the
countries and technology differentials, which imply that if the PPP mechanism functions at all, it must only be in a
long-run perspective.

The UIP condition, which functions in the capital market, postulates that the interest rate differential between two
countries is equal to the expected change in the exchange rates. However, just like the PPP, the empirical validity of the
UIP as a forward-looking market clearing mechanism in the capital market has not been influential. Among other things,
this failure has been ascribed to the existence of a stationary time-dependent risk premium, learning effects and
expectation errors.

A seminal work by Johansen and Juselius in 1992 attributes the failure of earlier studies and lack of empirical support
for the parities to the disregard for the possible interactions between the goods markets and the capital asset markets. A
consideration of the systematic relationship between the two conditions implies that omission of interest rates or price
levels from cointegrating vector for PPP or UIP conditions can lead to a rejection of a long-run relationship between
exchange rate, the price differential and the interest rate differentials. Undeniably a joint model of the parities enables
one to proper capture the linkages between the variables. It also allows for different short-run and long-run dynamics so
that the error correction terms of the PPP and the UIP ensure that the model is consistent with the two parities in a
steady state. In the short run it is presupposed that the conditions describe a tendency in the markets to react toward
parity, connoting that neither prices nor interest rates can diverge substantially without inducing adjustment forces that
tend to restore equilibrium.

Following this development, a growing body of the empirical literature has documented support for the joint modelling
of PPP and UIP. Most of them argue that since exchange rates are affected by developments in both the goods and asset
markets, the two parity relationships may not be independent of each other in the long-run (see, Camarero and Tamarit,
1996; Caporale et al. 2001; Juselius 1995; Juselius and MacDonald, 2004; MacDonald and Marsh 1997; Miyakoshi
2004; Ozmen and Gokcan, 2004). At the same time, other arguments support that disequilibrium in one market may
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have consequences on the other (see, for example, Johansen, 1992, MacDonald and Marsh, 1999; Sjoo, 1995). The joint
PPP and UIP model is noted to outperform the individual parity conditions in the model (Pesaran et al, 2000).

Since the empirical literature provides more supportive for the joint PPP and UIP, we combine the arbitrage relations
and investigate whether the behaviour of the Ghana cedi follows that line of movement. Within the multivariate
cointegration and vector error correction model this study shall look at the extent to which the parity conditions hold
during the examined sample period. Particularly, we shall examine the strong and weak forms of the parities, thus
allowing for even more channels of interaction among the variables. One important issue worth considering is the
exogeneity status of the foreign variables which can shed more light on the formation of prices, interest rates and
exchange rates and possible effects of economic development in the US.

The remainder of the paper is structured as follows: Section 2 sets out the theoretical framework within which the
linkages between the exchange rate, prices and interest rates are established by the joint model. The data and
methodological issues are discussed in Section 3, while Section 4 presents the empirical results and analysis of the
statistical tests. The last section is the conclusion.

2. Theoretical Framework

The PPP assumes that nominal exchange rates moves in such manner that an equilibrium relationship is established
between the price of goods and services across countries. In relative terms, the PPP relationship can be defined by as
follows:

A P M
Where e, is the nominal exchange rate (defined as the price of U.S. dollars in Ghana cedi i.e. domestic currency per
U.S. dollar). p, and p, are domestic and foreign price indices. Allowing a constant in this relation would represent a
permanent deviation from absolute PPP due to productivity differentials and other factors.

At the same time, the PPP seems more of a long-run interaction than implied by equation (1) since arbitrage in the
goods market may be slow. Such temporary deviations of the exchange rate from PPP could be due to factors including
relative growth differentials, interest rates, speculative price movements or commodity prices. This requires that the
exchange rate drifts in such a manner as to restore the relative PPP. This is expressed algebraically by:

Ae,=p,—p, —¢ )

The UIP, which relates the expected exchange rate (Ae®) to domestic interest rates (i) and foreign interest rates (I : ).
can be expressed as follows:

e, =N +i—i (3)

This condition defines that the difference between the domestic and foreign interest rate produces an expected
depreciation of the exchange rate. The implication of this definition is that, if the domestic interest rate is high
compared to its foreign counterpart, the domestic currency would be expected to depreciate. As a forward-looking
market clearing mechanism, the UIP condition tends to be relatively fast under an efficient asset market assumption
compared to the adjustment in the PPP.

As documented by Frenkel (1976). the PPP and UIP propositions establish theoretical linkages between exchange rates,
interest rates and prices assuming flexible prices of goods, perfect capital mobility, and perfect substitution of domestic
and foreign assets. The recent development in the literature suggests that since PPP and UIP describe theoretical partial
equilibrium equations in the goods and capital markets respectively, it is reasonable to treat PPP and UIP jointly to
allow for gradual convergence towards PPP, since there are more persistent deviations from PPP than deviations from
UIP (Pesaran et al., 2000).

Judging from equation (3). deviations from long-run PPP become increasingly important in the formation of
expectations, as the forecast horizon grows, thereby providing a link between the capital and the goods markets. This
yields an expected exchange rate defined by the price differential as follows:

Ae‘=p,—p, 4)

Following this, we base our empirical investigation on the combined PPP and UIP conditions and model the nominal
exchange rate as:

e =D P _it+ir 5)
A necessary condition for this equation to make sense is that the interest rate differential and PPP conditions are either
stationary process [, —i,* ~1(0) and p, - p,* —e, ~1(0)] or that if the processes are non-stationary [, —i,* ~1(1)
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and p, — pt*—et~[(1) ] their combination as implied by (5) produces a stationary process

[e,—p, + pt* +i,— it* ~ 1(0) ]. Denoting the real exchange rate by g, , the above equation can be reformulated as:

* 1 . 1 L*
q,=¢—D +D +51t_51t ©)
In this case, the speed of adjustment to changes in the interest differential is denoted by 6. This condition for exchange
rate determination assumes a long-run interaction of the price level and interest rate differentials as proposed by
Dornbusch (1976).

3. Data and Methodology

The study seeks to investigate the behaviour of the exchange rate based on an empirical model which supposes that the
joint long-run PPP and UIP conditions hold. We consider a model formulation that does not directly impose any of the
two conditions but, assumes that a tendency in the goods and asset markets adjusts to deviations from their equilibrium
relationships. The Johansen (1991) cointegration test employed in the study is considered more powerful than the
Engle-Granger approach (Engle and Granger, 1987; Granger, 1988). Again, the technique clarifies the number of
cointegration relationships between the variables, and also allows each of the variables in the model to be used as
dependent variable while maintaining the same cointegration results. However, as pointed out by Cheung and Lai
(1993). the Johansen’s approach does suffer from small sample bias.

Considering a well-defined five-dimensional vector Y, =[e,i,i*, p, p*], we can examine the long run relationships
by using the cointegration test based on the maximum likelihood estimates from the following VAR specification:

AY, =AY, +...+,_AY, ,, ,+11Y, , +D, + u, +¢, (7

where Y = (et,pt,pt*,i,,i,*) is a (p, 1) vector of observations at time t, D, = a (p, 3) matrix of dummy variables, T’,=
a (p, p) matrix of short-run dynamic coefficients, & = a (p, 1) vector of error terms, and II= a (p, p) matrix of long-run
dynamic coefficients. It is defined asI1 = ff ', where « contains the coefficients for the speed of adjustment in each of
the p equations, while £ contains the coefficients of the r (p, 1) cointegrating vectors. The rank of ITcan be
determined by calculating the p eigenvalues according to the Johansen trace and maximum eigenvalue tests.

We analyse monthly data for nominal exchange rate (expressed in units of national currency per unit U.S. dollar).
domestic and foreign price levels and interest rates for the period 1997:1 to 2007:12. We have chosen this period
because it covers the most recent exchange rate regime following the financial liberalization in Ghana. We use data
from the International Financial Statistics (IFS) database published by the International Monetary Fund (IMF). They are
expressed in logarithm forms, therefore, the estimated parameters of their coefficients measure elasticity.

The descriptive statistics of the data summarized in Table 1 indicate that the levels exchange rate has the lowest mean
and median. The standard deviation shows a lower variance of 0.11 for the foreign price level, while a greater variation
comes from the foreign interest rate. With the exception of the foreign prices, the levels of all the variables are
negatively skewed and are characterized by a relatively low positive kurtosis. This leads to rejection of the null
hypothesis of normality by the Jarque-Bera test. The first differences of the series exhibit much lower variances ranging
from 0.01 to 0.05. Exchange rate and domestic prices are positively skewed distributions, with excess kurtosis.
Consequently, the Jarque-Bera statistics indicates that the assumption of normality is violated due to excess kurtosis.

4. Empirical Results and Analysis
4.1. Unit Root and Stationarity Tests

The actual cointegration analysis begins with the verification of the integration consistency of the variables by using
conventional unit root and stationarity tests. We employ the PP and KPSS tests to determine the number of times the
variables need to be differenced to become stationary. The PP unit root test results in Table 2 indicate that the test
statistics for all the variables in levels are greater than the critical values, indicating failure to reject the null of unit root.
Including a constant and trend does not change the results for all the variables. The estimated statistics for the first
difference of the variables leads to the rejection of the null hypothesis of unit root. These imply that, considering the 1%
significant level, the PP test supports that the data generating process of the variables are integrated of order 1, [I (1)].

According to Table 2, the KPSS which tests the null of stationarity indicates that the variables are not mean-reverting
(non-stationary) in the levels as the estimated test statistics for all the variables are greater than the critical values at the
5% significant level. Of particular interest is the evidence that i* is stationary at the 10% level. This means that the
variables are I (1). providing a consistent set of first difference stationary Gaussian process for the proposed model.

4.2. Long-Run Relationships
According to the PP and KPSS tests all the variables are integrated of order 1, so we proceed to test if there is a

long-run relationship between the variables. The methodology employed is the Johansen (1991) multivariate Full

5
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Information Maximum Likelihood (FIML) cointegration test. Since the Johansen cointegration test and the behaviour of
the residuals are sensitive to the lag order we first consider the optimal lag length for the model specification. The
Akaike, Schwarz, and Hannan-Quinn information criteria provide different orders for the model, which requires
particular attention to residual autocorrelation and heteroskedasticity. While the FPE and AIC support lag length of 5,
the SIC and HQC opt 2. We follow the SIC and HQC and use 2 lags as they give residuals that are reasonably
well-behaved and theory-consistent.

In order to identify the cointegrating relations, we apply the Johansen cointegration technique to the pentavariate model
which includes both the PPP and UIP conditions by assuming an intercept and trend in the cointegrating equation. The
estimated trace and maximum eigenvalue statistics reported in Table 3 support one long-run relationship between the
variables at the 0.05 level. This also suggests that the system is stationary in one direction in which the variables have
an error correction representation with error correction terms incorporated into the equations indicate the speed of
convergence and the presence of causality (Engle and Granger, 1987; Granger, 1988). The evidence suggests that price
and interest rate differentials play significant roles in the modelling of exchange rates in Ghana such that movements in
the cedi can better be controlled by interest rate movements and price stability. Table 3a displays the unrestricted
cointegrating vectors. When normalized on the nominal exchange rate, the vector has signs consistent with the theory of
combined PPP and UIP (see Table 3). The relationship corresponds to (1.00, -6.08, 2.26, 0.23, -0.31).

Considering the magnitudes of the coefficients, we find that in the long-run, the nominal exchange rate is more
responsive to domestic price levels than their foreign counterpart. Interestingly, however, the exchange rate seems more
responsive to the foreign interest rate dynamics/movements than the domestic rates. The misspecification and diagnostic
tests reported in Table 4 reveal that the model is well-behaved in terms of residual serial autocorrelation and
heteroskedasticity. However, we disregard the violation of multivariate normality caused by excess kurtosis since the
cointegration estimates have been argued to provide robust results (Gonzalo, 1994).

4.3. Hypothesis Testing

We proceed by testing the validity of the combined PPP and UIP restrictions through likelihood ratio tests developed by
Johansen and Juselius (1992). The restricted cointegrating relations will be estimated accordingly to test how consistent
it is with the theoretical restrictions postulated by equation (6). If we find that the combined PPP and UIP is significant,
then we can impose the restriction in the exchange rate model. In the event that the strict form is rejected, we can
examine less restrictive alternatives. Table 5 reports the LR test results.

The strict forms of the PPP and UIP are tested by imposing the following restrictions among the variables of the
cointegrating vectors: [ 5, = f,= 3, =1, B,=p;=0land [ B, =f,= f,=0, pB,=- f;=-1]. Under this assumption, the test
statistics distributed as X (4) yields the values 36.3 and 35.2, which reject the strict forms of PPP and UIP

respectively. This indicates that none of the two conditions is itself a stationary process. That is, combinations of the
restricted variables do not produce any stationary process. Further tests of the combined strict-form PPP and strict-form

UIP gives X*(4) =35.7 and a p-value is 0.00. This rejects the null hypothesis that both price and interest rate
differentials affect the exchange rate proportionally/symmetrically.

Since the strict-forms of the parity conditions are rejected, we explore the weak forms of PPP and UIP. We formulate
the hypothesis as 3, = f3; =0 (for weak form PPP) and S, =f,=3,=0 (for weak form UIP). The p-values, 0.01 for

X (3) and 0.00 for X : (2). reject the weak forms of the parity conditions. Notably, under each of the restrictions, the
signs of the coefficients of the eigenvectors are not consistent with the PPP and UIP.

Following this, we consider if a combination of the strict form of one and the weak form of the other hold. We express
the hypothesis of strict form PPP and weak form UIP by imposing restrictions on the first three elements as
[ B,=- B,= ;] and leave the interest rate variables unrestricted. It postulates that price differentials affect the exchange
rate proportionally while interest rates affect it in a non-symmetrical manner. The p-value rejects the null hypothesis.
The signs of the unrestricted interest rate variable are not consistent with the UIP condition. The weak form PPP and
strict form UIP is formulated as [ §,=- f, ]. Here, we hypothesise the interest differential affects the exchange rate
proportionally while prices affect it non-symmetrically. The estimated p-value rejects the null hypothesis. In this case,
the LR test statistics distributed as X 2(1) with p-value 0.82 fails to reject the null hypothesis. The signs of the
coefficients of the eigenvectors are consistent with the PPP condition.

Again, a test is conducted to find whether the price differential or nominal interest differential enters the equilibrium

relation by imposing a restriction that =~ Byand S, =- Bsrespectively. The former assumes that relative price
movements affect the exchange rate symmetrically no matter where they initiate, but not proportionally. The LR test
statistic indicate that the null hypothesis that only the price differential enters the cointegrating relation is rejected while
a p-value of 0.82 fails to reject the null that only the interest rate differential enters the long-run relation. We note with
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particular interest that, in the latter, the signs for the exchange rate, domestic and foreign prices are consistent with the
PPP condition.

Just like in the case of the weak form restrictions, we test proportionality and symmetric restrictions expressed as
B,=p;and B,= [ . This test hypothesizes that prices and interest rates affect the exchange rate irrespective of where

they originate. While the PPP symmetry is rejected, the test fails to reject the null of the UIP symmetry. The coefficients
of the first three variables retain their signs consistent with the PPP condition.

4.4. Speed of Adjustment and Long-Run Weak Exogeneity

Considering the deviations from the PPP and UIP conditions explained above, an important issue worth addressing is
how fast the variables revert to the long run equilibrium relationship. Table 6 illustrates the speed of adjustment
parameters. The sign and magnitude of these convergence parameters give information about the direction and speed of
adjustment towards the long-run equilibrium course. We find that the adjustment coefficients of the nominal exchange
rate, domestic prices and interest rates are statistically significant in the short-run mechanics of the process. The
percentage of the total adjustment offset in each successive month is 2.8%, 3.8% and 4.6% for exchange rate, domestic
prices and interest rates respectively. This shows that the adjustment process lies between 1.75 and 3 years for the
system to restore the long-run relationship.

In this section we employ the Likelihood Ratio test developed by Johansen (1991) for restrictions on the matrix loading
factors. We formulate the long run weak exogeneity test as a zero row in the loading factor, ¢ and the null hypothesis
that the variable is weakly exogenous. If no evidence is found against the null hypothesis, the variable would be said to
push the system without being influenced, and thus can be considered as a driving force in the system.

Table 7 below presents the LR test results of weak exogeneity for the system (Johansen and Juselius, 1990). Foreign
prices and interest rates are found to be weakly exogenous indicating that none of the cointegrating vectors enters the
foreign equations. The weak exogeneity of the foreign interest rate is not a surprising result considering that US
financial shocks are usually believed to disturb international capital markets. A joint test for weak exogeneity of the
foreign variables gives a p-value of 0.80 suggesting that, a shock in the foreign variables cause the PPP and UIP to
deviate from the equilibrium relationships, but they do not adjust to restore the condition. One can argue that, the US
prices and interest rates are not affected by the equilibrium relations; though, the rest of the variables move so as to
establish the equilibrium relations. This result confirms that the cedi/U.S. dollar exchange rate, the domestic prices and
interest rates are affected by developments in the foreign variables. The exchange rate can therefore be said to be a
channel through which U.S. monetary policy is transmitted to the Ghanaian economy.

5. Conclusion

The paper has explored exchange rate modeling in Ghana by considering the interactions between the goods and capital
asset markets using monthly data spanning from 1997:1 to 2007:12. The analysis was done by following the
cointegration and VEC methodology to define the long-run stationary relationships as well as common stochastic trends.
The vector variables considered were nominal cedi/US dollar exchange rate, consumer price index for Ghana and the
US, short term interest rates for Ghana and the US.

The results show that the variables are integrated of the first degree but form a stationary process when combined
linearly, which provides evidence that there exists a steady-state relationship between them. The cointegration vector
shows signs that are consistent with the joint validity of the unrestricted PPP and UIP conditions. Based on the
likelihood ratio test we find that the stationarity hypothesis of the strict form PPP and UIP conditions are strongly
rejected. Also, the strict form UIP holds when the weak form PPP is allowed in which case the symmetric and
proportionarity conditions of the UIP are not rejected. This implies that the nominal exchange rate is defined when the
interest differential is allowed to affect it proportionally while prices affect it non-symmetrically.

The weak exogeneity tests reveal that significant causality runs from the foreign variables to the Ghana cedi exchange
rate and domestic variables. Further we find that in case of deviations from the equilibrium relationship are offset by
adjustments in the nominal exchange rate and the domestic variables such that a percentage of the total adjustment
required is accomplished in each successive month. Since the foreign variables serve as the driving force of the system,
they do not take part in the adjustment process. The findings suggest that the interactions between the goods and capital
assets markets matter for the conduct of monetary policy and exchange rate dynamics in Ghana.
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Table 1. Descriptive Statistics

* . K
e p D i i
ILevels of variables
Mean -0.54 4.98 4.66 3.12 1.28
Median -0.21 5.03 4.62 3.25 1.61
Std. Dev. 0.58 0.55 0.11 0.52 0.59
Skewness -0.87 -0.21 0.68 -0.42 -0.83
Kurtosis 1.98 1.62 2.10 1.87 2.12
Jarque-Bera 224 11.3 14.6 10.9 19.4
Probability 0.00 0.00 0.00 0.00 0.00
\[First difference of variables
Mean 0.01 0.01 0.00 -0.01 -0.00
Median 0.00 0.01 0.00 0.00 0.00
Std. Dev. 0.02 0.01 0.01 0.05 0.05
Skewness 2.93 2.12 -0.20 -1.12 -1.02
Kurtosis 12.2 16.2 4.11 8.06 6.78
Jarque-Bera 654 105 7.75 167 101
Probability 0.00 0.00 0.02 0.00 0.00
Table 2. Unit Root and Stationarity Tests
levels difference
Variable Constant Constant and trend Constant Constant and trend
Phillips-Perron (PP) Test
e -2.14 -0.96 -5.91%%* -6.47%**
p -1.26 -1.26 -6.30%%* -6.32%**
p* 1.49 -1.95 -9.93%#* -10.2%**
i -0.70 2.06 -7.19%#* 7.16%+
i 121 0.92 _5.03%%% _5.03%kx
Kwiatkowski, Phillips, Schmidt and Shin (KPSS) Test
e 1.19%* 0.31%* 0.33 0.07
p 1.4]1%* 0.25%%* 0.18 0.05
p* 1.27%* 0.28%%* 0.42 0.05
i 1.18%* 0.22%+ 0.07 0.05
i 0.38%* 0.25%* 0.25 0.09

The critical values for the PP at 10%, 5% and 1% significance level are —1.61, -1.94 and -2.57. ***_ **_ * denotes the
rejection of the null at 10%, 5% and 1% significance levels. The critical values for a test with a constant and trend are
-3.14, -3.44 and -4.03, respectively. The critical values for the KPSS test with a constant are 0.11, 0.14 and 0.21 at the
10%, 5% and 1% significance level, respectively. For a constant and trend the critical values are 0.34, 0.46 and 0.73,
respectively. *** ** * denotes the rejection of the null at 10%, 5% and 1% significance levels.

Table 3. Cointegrating Coefficients

oK
. 1
e p p 1

Unrestricted cointegrating coefficients

B 6.19 -37.6 14.0 1.44 -1.94

B, 4.76 -6.03 333 -1.75 -2.70

B, -1.11 -0.72 -31.0 0.35 0.77

B, 6.05 3.46 20.6 -2.65 0.18

Bs -3.43 -11.1 19.0 5.51 -3.13
INormalized cointegrating vector
Coefficient 1.00 -6.08 2.26 0.23 -0.31
Standard error (0.82) (1.06) (0.18) (0.10)
[Test statistics [-7.37] [2.12] [ 1.26] [-3.12]
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Table 4. Misspecification and Diagnostic Tests

Test X’ (df) p-value
Autocorrelation LM (1) 30.7(25) 0.19
Autocorrelation LM (4) 22.6(25) 0.59
Normality 3637(105) 0.00
Portmanteau Tests for Autocorr.(4) 72.1(50) 0.02
Portmanteau Tests for Autocorr.(6) 110(100) 0.22
Heteroskedasticity tests: No Cross Terms 358(330) 0.13
Heteroskedasticity tests: With Cross Terms 1217(1155) 0.09

Table 5. Restricted Cointegrating Relation

. * . & X2

Hypothesis e p p 1 1 p-value
Individual parity conditions
Strict PPP 1 -1 1 0 0 36.3(4) 0.00
Strict UIP 0 0 0 1 -1 35.2(4) 0.00
Weak form PPP 5.99 -24.9 -1.22 0 0 8.40(3) 0.01
Weak form UIP 0 0 0 0.98 0.27 26.2(2) 0.00
Combined parity conditions
Strict form PPP and strict form UIP 1 -1 1 1 -1 35.7(4) 0.00
Strict form PPP and weak form UIP 1 -1 1 -3.35 -0.71 26.0(2) 0.00
Weak form PPP and strict form UIP 3.20 -20.3 6.80 1 -1 0.04(1) 0.82
Proportionality and symmetry conditions
B,=p 7.41 -32.1 32.1 -1.54 -2.70 5.96(1) 0.01
B.= B 5.90 -37.4 12.5 1.83 -1.83 0.04(1) 0.82
PPP symmetry f3,= f3, 1.08 -17.3 -17.3 4.05 0.68 11.9(1) 0.00
UIP symmetry f3, = 3 7.88 -33.0 17.5 -1.81 -1.81 3.35(1) 0.06
Joint symmetry for PPP and UIP 3.32 -15.5 -15.5 0.86 0.86 15.9(2) 0.00

Table 6. Adjustment Coefficients

e 14 » i i )
Coefficient 0.03 0.04 -0.00 0.05 -0.02
Standard error 0.01) (0.01) (0.01) (0.02) (0.02)
Test statistics [2.87] [ 5.63] [-0.21] [1.76] [-0.78]

Table 7. Long-run Weak Exogeneity Tests

* . 2
Hypothesis e p p 1 i* X p-value
a(3.1)=0 6.19 -37.6 13.6 1.41 -1.93 0.03(1) 0.84
a(5.)=0 6.43 -38.1 16.5 0.90 -2.18 0.40(1) 0.52
aB 1) =a(5,1)=0 6.42 -38.1 16.1 -2.17 0.89 0.42(2) 0.80
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Abstract

The aim of this paper is to test the existence of the framing effect and sunk cost effect whilst examining the influence of
cognitive factors. The approach to this research involved combing two frameworks, Prospect Theory and Image
Theory, to analyse the outcomes of financial decision making from a survey of financial planners. The findings confirm
the existence of the framing effect and a sunk cost effect. In particular the lowering of the amount of sunk cost produced
a higher mean funding outcome than that attained in the positive frame. With regards to cognitive factors a significant
correlation between perception of responsibility and the amount of funding granted was identified. This is consistent
with the existence of escalation commitment behaviour, which is considered to be a manifestation of feelings of
responsibility. The perception of the problem space produced an unexpected set of results. In particular both low image
compatibility and high image compatibility were significant predictors of the level of funding granted.

Keywords: Framing effect, Sunk cost effect, Decision-making, Prospect Theory, Image Theory
1. Introduction

An emerging issue for investment analysis and financial decision making has been the trend for individuals to seek
financial advice concerning investment for future financial security in particular with regards to superannuation. The
growth in this sector has lead to the recognition of Financial Planners as experts in investment analysis arising from the
process of professional training they are required to undertake (Oskamp, 1965; Bradley, 1981; Sundali & Atkins, 1994).

Portfolio theory which is commonly used in investment analysis starts with the proposition that all investors are
“risk-averse” and will seek to maximize their return for the level of risk they are prepared to accept (Markowitz, 1959).
The underlying principle is that decision makers will act in a rational manner (Rich & Oh, 2000). However, empirical
research has found that the axioms of rationality (Savage 1954; and Sugden 1991), are violated across a range of
financial decision making situations (Hernstein 1990; and Keen 2001). One focus of prior research has been concerned
with exploring a person’s level of risk tolerance and the reliance on mental accounts (Thaler 1985, 1990; and Kahneman
& Tversky, 1979). That individuals formulate as a cognitive process which they then rely upon to evaluate events or
choices. Kahneman and Tversky (1979) found that the cognitive process can be influenced by the way in which the
prospects of the alternative courses of action are framed, that is as positive (gains), or negative (losses). Financial
planners’ tolerance for risk may influence the nature of the investment choices they make. Their tolerance for risk may
be the result of a misdirected perception of risk (Fischhoff, Slovic & Lichtenstein, 1981), arising from a reliance on
biased heuristics.

The purpose of this paper is to empirically examine the decision processes of practicing financial planners using a
situation which is representative of financial investment decisions. The instrument used is grounded in the behavioural
literature and should therefore be expected to provide reliable measures of the respondents’ decision processes. The
paper contributes to the behavioural finance literature concerned with the effects of heuristic biases on financial
decisions. The paper analyses more closely the relationship between Prospect Theory and Image Theory in order to
provide an integrated framework for examining financial decision making.

2. Literature Review

The literature on decision-making assumes that individual decision-makers use some form of judgemental heuristics as
a general strategy to simplify complex decision tasks. Research has identified a number of anomalies that highlight the
subjective nature of decision making in real world settings. Factors, such as the sunk cost effect (Arkes & Blumer,1985),
and escalation of commitment (Staw 1976, 1981) have been shown to adversely influence decision making. Behavioural
models such as Prospect theory (Kahneman & Tversky, 1979) and Image theory (Beach, 1990) are particularly relevant
to examining the cognitive biases that individuals encounter when forming judgmental heuristics for making decisions.

Prospect theory (Kahneman & Tversky, 1979) is based upon the notion that there are two phases to decision making: an
initial editing phase and a subsequent evaluation phase. The editing phase allows for the information to be organised
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and reformulated, thereby simplifying the evaluation phase. The evaluation phase is based upon the assumption that
values are attached to changes rather than final states and that decision weights do not coincide with stated probabilities.
The theory predicts that when outcomes are framed in a positive manner (gains), there is a n observable propensity for
decision makers to be risk-averse, and conversely when the frame is negative (losses), decision makers are more likely
to be risk-seeking (Kahneman & Tversky, 1979; Tversky & Kahneman, 1981, 1986). Decision framing has also been
described Tversky & Kahneman, 1981, 1986), as involving mental accounting in which individuals form psychological
accounts of the advantages and disadvantages of an event or choice. This infers that individuals create mental images
that influence their decision making process.

Image theory (Beach, 1990) provides a model for examining images created by decision makers. The theory predicts
that the decision made by an individual is a function of the perception of three images (Mitchell, Rediker & Beach,
1986; Dunegan, Duchon & Ashmos, 1995). Value image is related to the value, moral or ethical nature of the choice
and is the basis for establishing goals. Trajectory image relates to the agenda that underlies the goals. Strategic image
implies tactics and forecasts which relate to the goals. Image compatibility is considered to act as a moderating
variable, influencing the degree to which information may be used by an individual when making a decision. The
conceptual representation of the images constructed by an individual is identified as by Payne (1980), as the problem
space and has been shown to be related to the framing effect in prospect theory (Dunegan, Duchon & Ashmos, 1995).

2.1 Framing Effects

Research has shown that individuals will respond differently to the same decision problem when the problem is
presented in a different format. This phenomenon is referred to as a framing effect (Kahneman & Tversky, 1979).
Framing effects can have the potential to impede the accuracy of financial decisions. Empirical research has
demonstrated that an individual can be influenced by the way in which information is presented (Kahneman & Tversky,
1979). A frame according to Beach (1990, 23) is “a mental construct consisting of elements, and the relationship
between them, that are associated with a situation of interest to a decision maker.” The frame may therefore be
thought of in terms of a representation of a situation through which a decision maker gains understanding or makes
sense of the alternative courses of action available.

One explanation for this phenomenon is that when a decision maker focuses on the negative, there is a greater urgency
to engage in preventative behaviour rather than explore other options. Research (March & Shapira, 1992) suggests that
individuals are likely to become more survival oriented when focusing on losses which threaten to deplete their
resources and more aspiration oriented when focused on positive goals. Since “losses loom larger than gains”
according to Kahneman and Tversky (1979), examining the negative frame should shed more light on the propensity to
take risks by financial planners. The assumption being that decision makers are more likely to be influenced by negative
framing leads to the following null hypothesis to be tested.

Ho,: The negative framing of the task will not result in a higher amount of funding allocation.
2.2 Sunk Costs

Decision models in finance follow normative economic decision theory and implicitly, rather than explicitly, are
dismissive of sunk costs. This is evident in finance theory, which holds that only future cash inflows and outflows
should influence decisions. Sunk costs are by definition “past and irreversible outflows. ... they cannot be affected
by the decision to accept or reject the project, and so they should be ignored.” (Brealey & Myers, 1991, 95) Portfolio
theory and the net present value method are commonly used to assess alternative investment opportunities. In an
investment decision, past costs, or sunk costs, are deemed to be irrelevant. Despite this, there is evidence which
demonstrates that sunk costs, are not always ignored as prescribed; this is described as the “sunk cost effect” or the
“sunk cost phenomenon” (Tversky & Kahneman, 1981; Akers & Bulmer, 1985).

Prior research has demonstrated that individuals can be influenced by past costs when making economic decisions
(Arkes & Blumer,1985). Tversky and Kahneman (1981), suggested that individuals form accounts (psychological
accounts), regarding the advantages and disadvantages of an event or option in order to appraise costs and benefits of
outcomes. This suggests that past experiences, such as sunk costs, can influence they way in, which an individual makes
a decision and this leads to the following null hypothesis for testing.

Ho,: The amount of sunk cost will not result in a different amount of funding allocation.
2.3 Escalation of Commitment

Linked to the sunk cost effect is the bias to commit resources to justify previous actions, whether or not the rationale for
those initial commitments is still valid. Staw (1976, 1981) found that individuals tend to escalate their commitment to
previous decisions, even if the behaviour does not appear rational. Research has shown that individuals who are
responsible for making an initial decision are more likely to make further decisions in a biased way to justify their
earlier decision (Staw & Ross, 1978; Teger, 1980; Bazerman, Beekun & Schoorman, 1982; Bazerman, Guiliano &
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Appleman, 1984; Brockner & Rubin, 1985; Schoorman, 1988). A consequence of this bias is that further funds may be
committed to justify previous actions, whether or not the rationale for those initial actions are still valid (Brockner &
Rubin, 1985; Schoorman, 1988). The possibility that escalation to commitment may occur in investment appraisal leads
to the following null hypothesis.

Hos: The perceived level of responsibility for the initial decision will not be positively correlated to the amount of
funding allocated.

2.4 Problem Space

The role of cognition is well documented as a salient factor in decision making (Newell & Simon, 1972; Lord & Mabher,
1990). Specific research has explored the processes that result in perceptions about conditions regarding the decision
(Bowen, 1987; Lord, 1985). Payne (1980) referred to these perceptions collectively as the problem space, which is an
individual’s cognitive representation of a task environment. Framing has been shown to have a direct influence on the
perception of the problem space and therefore the decision outcome (Dunegan, 1993). The problem space relates to the
conceptual representation of the task constructed by an individual (Payne, 1980). Examining the problem space may
provide greater insight into the cognitive representation or perception that an individual has of the task. Therefore, if the
framing effect can influence the problem space perception it may provide a better understanding of the anomalies
related to decision making process. The following null hypothesis was developed to test whether differences in
perception of the problem space may explain the decision outcome of individuals.

H o4. The framing of a task will not influence the perceptions of the problem space.

The way in which a decision maker cognitively processes information can be measured by the cognitive perception of
the problem space (Langer, 1989; Isen, 1989; Fazio, 1990; Maheswaran & Chaiken, 1991; Louis & Sutton, 1991). The
proposition is that when controlled modes of cognitive processing are used, information is subjected to a more
comprehensive, deliberate and thorough analysis. Conversely, when automatic modes are used, the processing of
information is limited. In addition, there is reduced attention to detail and fewer incoming cues to contribute to a
cognitive representation of the task (Dunegan, 1993). Controlled processing was expected to produce a significant
relationship between problem space measures and decision outcomes (funding), because problem space should be more
easily recalled and used in the controlled mode. In the automatic mode, the problem space is not easily recalled for
conscious use and the relationship between problem space and decision outcomes should be weak or non-significant.
The following null hypothesis was developed to test whether different perceptions of the problem space caused by the
framing effect are likely to produce different decision outcomes.

Hos. The eight problem space variables will not be positively correlated to the variance in funding allocation.
2.5 Image Compatibility

Image Theory posits that decisions made by individuals are a function of the perceptions of three images (Beach, 1990;
Beach & Mitchell, 1990; Mitchell & Beach, 1990). The three images are value images, pertaining to a consolidation of
morals, principles and predispositions; trajectory images, pertaining to an individual’s future objectives or targets; and
strategic images, consisting of current plans and tactics (Mitchell, Rediker & Beach, 1986; Dunegan, Duchon &
Ashmos, 1995). These images are relevant to decisions concerning adoption and progress choices. Adoption decisions
are concerned with new projects, plans, or activities. Progress decisions are related to deliberations concerning projects,
plans or activities already commenced. These are the types of activities that investment appraisal is concerned with.

In both adoption and progress decisions, image theory implies that image compatibility acts as a catalyst for
differentiated actions (Dunegan, Duchon & Ashmos, 1995, 32). When information is perceived as positive, the
trajectory and strategic images are compatible and no change in course of action is deemed to be warranted by a
decision maker. Conversely, when information is perceived as negative, images appear incompatible and the decision
maker is more likely to take action intended to rectify the situation (Beach et al., 1992). Research has shown that image
compatibility can act as a moderating variable, influencing the degree to which information is used by a decision maker
in choosing a course of action (Dunegan, Duchon & Ashmos, 1995). To test whether image compatibility would act as
moderating variable influencing the degree to which information was used in choosing a course of action the following
null hypothesis was designed.

H .. The perception of the problem space will not be correlated with the perceived image compatibility.

Research has further identified that when image compatibility was high, that is, progress toward the goal on the
trajectory image was perceived to be acceptable, then the relationship between the problem space and funding levels are
low (Dunegan, Duchon & Ashmos, 1995). Conversely, when image compatibility was low, the perception of the
problem space and funding decisions were significantly higher. Therefore, the following two null hypotheses were
developed to test the expectation that the decision outcome and the perception of the problem space would be opposite
to the image compatibility.
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H 7. The perceived image compatibility will not differ between decision outcomes.

H ,s. The perceptions of the problem space and decision outcomes will not be high when perceived image compatibility
is low.

3. Data Collection
3.1 Target Population and Sample Selection

The target population was selected from the category “Financial Planners” in the Australian Yellow Pages Telephone
CD Rom edition. Several stages were involved in developing the database for the sample. First, the search was
restricted to Queensland Financial Planners: a total population of 863. This was done to keep the survey at a
manageable level and because the issues presented in the survey instruments are relevant to financial planners, no
matter which state in Australia they were situated. A sample of 265 was randomly selected from the remaining
population. The sample size was determined in accordance with Leedy (1997, 211). and random sampling method
followed the steps prescribed by Krathwohl (1998).

3.2 Survey Instruments

Three versions of the investment tasks were developed which differed slightly with regard to specific details. The first
two contained the same amount of sunk cost, however, one had a positive frame and the other a negative frame. The
third version had a negative frame, however, the amount of the sunk cost was reduced. In addition to the framing and
sunk cost manipulations there were questions, which addressed cognitive perceptions of problem space and image
compatibility in all three versions.

For the purpose of this research, the decision maker was referred to as the “Fund Manager”, which was used to
compliment the nature of financial planning and investment advising consistent with the industry role of the subjects. In
introducing the instrument’s task, the subjects were asked to adopt the role of a Fund Manager who, having instigated
an investment project sometime in the past, is now confronted with a request for additional funds by the team
responsible for the investment project. The team is seeking an additional $100 000AUD, as the investment project is
behind schedule and over budget. The actual sunk cost of the initial investment was identified as $400 000AUD. This
was considered a reasonable amount to influence the subjects as the $100 000AUD requested now represented one
quarter of this sunk cost. The Fund Manager has $500 000AUD in unallocated funds; however these funds may be
required for other projects and there is some time left before the end of the current financial year. The details of the
differences between the sunk cost and framing for the three scenarios are highlighted in Table 1 below.

Insert Table 1 Here

In addition, the subjects were instructed that they believe there is a “fair chance” the project would not succeed. The
final statement was the pertinent framing effect. The final statement given to the subjects specifically established the
pertinent framing effect. The positive frame stated that, “Of the projects undertaken by this team, 30 of the last 50 have
been successful”’, while the negative frame differed with respect to the last part of the statement “Of the projects
undertaken by this team, 20 of the last 50 have been unsuccessful ”. Note that in both the negative and positive scenarios,
the ratios lead to the same result.

Subjects were advised that the actual time remaining till the end of the financial year was 6 months; this imposed a time
frame that was considered a reasonable challenge to the subject’s perception of risk. The subjects could view the 6
months as half the year being past or as half the year remaining (Dunegan, 1993). The variables for this scenario are
summarised in Table 2 below:

Insert Table 2 Here
3.3 Sample Size and Response Rate

Where the actual population is known, the statistical method for determining an appropriate sample size can be
employed. In this case the appropriate sample size was determined to be 265 (N=850 s= 265). (Leedy, 1997, 211).
Following the initial mail out of surveys, 30 were returned with the notification that the address was no longer correct.
These were replaced by randomly selecting 30 replacements. Eighty-six useable responses were received, the response
rate was 32.5%. This response rate was considered satisfactory for the size of the population and the purpose of the
survey.

3.4 Non-Response Bias

The likelihood of non-response bias was assessed using late responses as a proxy for non-responses. A comparison of
the variables provided little difference between early and late respondents. The chi-square for early/late responses was
x* 0.641 with df=1. Since the subjects were selected from a population that was known to be largely homogenous, major
differences between respondents was unlikely.
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4. Data Analysis
4.1 Statistical Methods

Eight hypotheses were generated with regard to the reinvestment decision scenarios. These called for the use of a t-test
(for null hypothesis 1), an ANOVA (for null hypotheses 1, 2 and 3). a MANOVA (for null hypothesis 4), and a multiple
regression analysis (for null hypotheses 6, 7, and 8). A principal component factor analysis was conducted as an
additional test on the data regarding the perceptions of problem space and image compatibility. The results and their
interpretation are discussed below. The results of the analysis of the data are presented in order of the null hypotheses
established earlier in this paper.

4.2 Analysis of Reliability

Table 3 presents the mean and standard deviations for the funding amounts and the total subjects in the sample for each
of the task versions that were administered.

Insert Table 3 Here

There were differences between the means of the negative framed and positive framed versions of the task. Having
established that the funding levels were significantly different between each version of the task further analysis was
warranted to examine the significance of the framing effect on the amount of funding.

4.3 Testing the Framing Effect on Funding

Testing the framing effect on funding involved using the funding (or resource allocation from $0 to $100 000), as the
dependent variable and framing (dummy coded 1 or 2). as the independent variable.

A comparison of the means uses a two-sample independent s-test (two-tailed). Revealed a significant difference
between funding levels (z = 2.338, p <.023). This result indicates that the frame manipulation was successful. The null
hypothesis (Ho,) is therefore rejected.

To test the difference between the experimental conditions (decision choices versus positive and negative framing), an
analysis of variance (ANOVA) for repeated measures was performed by comparing task verisions 1 against 2 (F =
4.755, p =0.011, df = 2). Since each of the three groups was treated identically, except for framing; differences were
expected to be evident among them. This result confirms that the total variance in funding was significantly related to
the differences in framing.

4.4 Testing the Sunk Cost Effect on Funding

To test the Sunk Cost Effect on Funding a one way analysis of variance (ANOVA) was conducted with the funding
(decision outcome), as the dependent variable and framing (dummy coded). As the independent (F = 8.596, p<0.005, df
= 1). The scenarios relevant to the testing of this null hypothesis are task version 1 (negative framing with high sunk
cost), and task version 3 (negative framing with low sunk cost). The null hypothesis (Ho,) is therefore rejected. This
result shows that there was a significant difference between the mean of funding for the high sunk cost frame and the
low sunk cost frame scenarios. The direction of the difference was the low level of funding ($39 354). in the high sunk
cost version and the higher level of funding ($60 227). in the low sunk cost version. This suggests that the difference in
the amount of sunk cost may have an impact on the sunk cost effect.

The sunk cost effect was significant and the mean for funding allocation was greater in the task version with the lower
sunk cost. These findings are consistent with the assumptions of prospect theory.

4.5 Testing the Perception of Responsibility on Funding

To test the perception of responsibility on funding allocation a one-way analysis of variance (ANOVA) was conducted
with the problem space item for responsibility as the dependent variable and the amount of funding as the dependent (F
=4.023, p =0.005, df = 4). Testing involved funding (from $0 to $100,000), as the dependent variable and perceived
level of responsibility (scaled from 1 to 5), as the independent variable. This result shows that there were statistically
significant differences between the amount of funding and the perception of responsibility. The null hypothesis (Ho;) is
therefore rejected. A further ANOVA was conducted using the intention to fund against the perception of responsibility
(F = 0.809, p =0.523, df = 4). This result shows that there were no statistically significant differences between the
intention to fund and the perception of responsibility.

4.6 Testing the Framing Effect on Perceptions of Problem Space

To test the framing effect on perceptions of problem space a multivariate analysis of variance (MANOVA) was
conducted with eight (8), problem space items as dependent variables and framing (dummy coded), as the independent
(F=2.235, p<.038). The test was restricted to task version 1 (negative frame and high sunk cost), and scenario 2
(positive frame and high sunk cost). To compare task version 2 against task version 3 would be to introduce a
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confounding variable, That is task version 3 whilst consisting of a negative frame has a low sunk cost, which could
invalidate the findings and it was therefore not used in this test.

The result indicates that the perception of problem space differs between the task version 1 (negative frame). and 2
(positive frame). Therefore, there is a significant difference (at a = .05). due to framing. Interestingly, the mean of the
funding amount was lower in the negative frame ($39 354), than in the positive frame ($53 484). This confirms the
influence of a framing effect on the perceptions of problem space. The null hypothesis (Hoy) is therefore rejected.

To test the relationship between the variance in funding allocation and the problem space items a series of multiple
regression analysis was performed, one for each framing condition, with funding as the criterion variable and all eight
problem space variables simultaneously entered as predictors. The results of theses tests are reported in Tables 4, 5, and
6. The reason for entering all eight problem space variables in the model simultaneously was to control for any shared
variance among the predictors.

Insert Table 4 Here

The results for the negative framed task resulted in only 43.9% of the variance in funding being explained by the eight
independent variables the result is therefore not significant. The perceptions of problem space are not significantly
related to the funding decision in this negative framed task. This is a surprising and most unexpected result and
inconsistent with the findings of previous research, which indicated that negative framing could be expected to result in
a higher level of controlled decision processing.

Insert Table 5 Here
Insert Table 6 Here

To determine whether significant differences existed between the predictive powers of the regression models, a
comparison was conducted of adjusted R? values using Fisher’s transformation for multivariate R (refer Hayes, 1988,
644-645). The capacity of the positive frame model was found to be significantly greater.

Negative Frame = Cg = 0.388; critical value = 1.96, two-tailed test, not significant.
Positive Frame = Cg = 2.08; critical value = 1.96, two-tailed test, significant.
Negative Low Sunk Cost Frame = Cg = 1.270; critical value = 1.96, two-tailed test, not significant.

These results are not consistent with previously reported findings (Dunegan Duchon and Ashmos, 1995). in which the
negative framing resulted in a stronger relationship to the amount of funding. The results indicate that the positive
framed task exhibited stronger cognitive relationships to the problem space perceptions than the negative framed tasks.

A number of possible explanations and observations are considered here. First, that the negative framing did not elicit
the expected cognitive behaviour may be due to the unexpected risk-avoidance exhibited in the negative framed
outcomes. The negative frame should cause decision makers to exhibit risk-seeking behaviour, which would be
manifest in the means of the funding being larger (not smaller), than the positive framed scenario outcomes. Second, the
additional information and modifications to the wording of the task may have been responsible. The respondents may
have felt more certainty about the financial situation and this could also explain the higher funding in the positive
framed scenario. The significantly different (higher amount of funding), from the positive frame suggests that the
information may well have influenced characteristics of the cognitive modes exhibited by the subjects in their decision
making.

4.7 Analysis of Internal Structure Image Compatibility

The internal structure of the four image compatibility items was explored by a principal-component analysis using an
orthogonal Varimax rotation. By specifying a minimum eigenvalue of 1.0, a single factor for image compatibility was
determined. The factor accounted for 81.7% of the variance in the four items. The items were collapsed into a single
measure of image compatibility. The procedure of collapsing these data involved adding the scores of the four items to
produce a single measure (Dunegan, Duchon & Ashmos, 1995). The component matrix is reported in Table 7.

Insert Table 7 Here
Extraction method: Principal Component Analysis.
Only one component was extracted. The solution cannot be rotated.

Descriptive statistics for the survey items are shown in Table 8. These data indicate that funding levels were
significantly correlated with image compatibility and all but three of the problem space items.

Insert Table 8 Here
4.8 Testing the Correlation between Perceptions of Problem Space and Image Compatibility

To test the correlation between perceptions of problem space and image compatibility two regression analyses were
performed to control for shared variance among problem space items. First, funding (decision outcome) was regressed
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on the eight problem space items. Fifty percent of the variance in funding was predicted by the group of eight problem
space items (F=9.729, p<.000). The null hypothesis was rejected. Second, image compatibility (collapsed measure)
was regressed on the eight problem space items. Eighty-nine percent of the variance in image compatibility was
predicted by the group of eight problem space items (F=80.244, p<.000). The null hypothesis was rejected. These
results indicate that there was a significant relationship between perceptions of the problem space and perceived image
compatibility. This finding is consistent with Dunegan, Duchon and Ashmos (1995).

To test the perceived image compatibility as a moderating variable on the decision outcome three steps were involved.
First, to test whether image compatibility added anything to the predictive powers of the model the same regression
analysis was performed, except that in this model image compatibility (the factor condition) was added to the
independent variables (that is, Funding = Intentions + Risk + Disappointment + Importance + Responsibility +
Minimise loss + Sunk costs + Control + Image). The addition of image compatibility increased the model’s ability to
predict funding allocation increased from 55% to 59% (R* = 0.550, F = 10.313 p<0.000).

Second, the regression model was then expanded to include the eight first-level interactions between image
compatibility and the problem space items. The interaction variables were created by multiplying each problem space
item by the image compatibility factor, as reported by Dunegan, Duchon and Ashmos (1995, 35). The expended
model is represented by the following [Funding = Intentions + Risk + Disappointment + Importance + Responsibility +
Minimise loss + Sunk costs + Control + Image + (Intentions * Image). + (Risk * Image). + (Disappointment * Image). +
(Importance * Image). + (Responsibility * Image). + (Minimise loss * Image). + (Sunk costs * Image). + (Control *
Image).].

With the addition of the interaction items the model’s ability to predict funding increased from 55% to 59% (R* = 0.594,
F = 5.842, p<0.000). This increase was significant at the p<.05 level. Therefore, these data indicate that image
compatibility does moderate the relationship between decision outcomes and problem space perceptions.

To determine the nature of the interaction between image compatibility and the group of eight problem space items the
compatibility measure was split at the mean into two groups, a low compatibility group and a high compatibility group
(Dunegan, Duchon & Ashmos, 1995, 36). The ability of problem space items to predict the level of funding in the
High and Low image ranges was similar. The result of the regression model for Low image compatibility was (F =
3.925,p <.002, R2 = .452). The result of the regression model for High image compatibility was (F =2.714, p <.022,
R2 =.420). However, when the image compatibility was low, the predictability was statistically significant.

4.9 Additional Tests of the Data

The internal structure of the eight problem spaces was explored by a principal-component analysis with an orthogonal
Varimax rotation. By specifying a minimum eigenvalue of 1.0, three factors were determined to be contributing
significantly to the patterning of variables. These three factors accounted for 81.7% of the variance (cut off at .30).
between the factors identified by the principal- component analysis.

Insert Table 9 Here

Extraction method: Principal Component Analysis.

Rotation method: Varimax with Kaiser Normalisation.

Rotation converged in 5 iterations.

* The response scale for this item was reversed; therefore negative result indicates a positive correlation

The prominent item in Component 1 was sunk cost which combined with the other items in the factor suggested the title
“sunk cost” as an appropriate descriptor. The details of the component matrix for all three factors are presented in Table
9. As expected, the sunk cost was a major issue in the decision to commit to further investment in the project. This is
positively correlated with the amount of funds allocated and provides additional support for the existence of the sunk
cost effect.

The combination of items in Component 2 was suggestive of the concept of the “autocentric” style as this consisted of
items relating to personal feelings of importance, responsibility, and control. Accordingly, the term autocentric
appeared to be an appropriate descriptor for this factor. Component 2 was consistent with cognitive and personality
variables which suggest an autocentric side to the behaviour. That is the person was more likely to be responding to
issues concerning the perceived level of personal responsibility and locus of control over the events. That all three items
were positively correlated is consistent with the notion that these are underlying drivers which when combined would
motivate a person to commit further funds to an investment.

The items in Component 3 were suggestive of the concept of “risk” with the prominent items being risk, and
disappointment. Accordingly, the term risk appeared to be an appropriate descriptor for this factor. This component was
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intuitively consistent with the notion of risk utility, with both the level of disappointment in the progress of the project
and the level of perceived risk.

Separate descriptive statistics were computed for the data in each of the three framing conditions. A brief examination
of the results indicates that two problem space elements were significantly correlated with funding when the frame was
positive. In addition, one problem space element was significantly correlated with funding when the problem space was
negative and the sunk cost lower.

5. Discussion

First, the granting of additional funds was significantly higher for a positive framed task than a negative framed task
that had the same level of sunk cost. This finding was contradictory to the predicted risk propensity of prospect theory.
However, the findings were consistent with some other studies. When the amount of sunk cost was reduced, the
provision of additional funds increased. Task version “3” consisted of a negative frame with low sunk cost. However,
the interesting aspect of this result was that the positive frame produced a higher mean funding outcome than the
negative frame which implies that the positive framing elicited risk-seeking behaviour contrary to the prediction of
prospect theory.

Second, the perception of responsibility for the initial decision was found to exert an influence over the amount of
funding provided. Staw and Ross (1978) predicted that responsibility for the initial decision would cause subjects to
escalate their commitment as a form of justification that the initial decision was correct. The results support this theory
since the level of responsibility was positively correlated with the level of funding provided.

Third, the results of the test concerning the problem space were not consistent with the previously reported findings.
The results indicated that the positive framed scenarios exhibited stronger cognitive relationship to the problem space
perceptions than the negative framed scenarios. This is incongruent with the findings of Dunegan Duchon & Ashmos
(1995). They found that the negative framing resulted in a stronger relationship to the amount of funding.

A number of possible explanations and observations are considered here. First, that the negative framing did not elicit
the expected cognitive behaviour may be due to the unexpected risk-avoidance exhibited in the negative framed
outcomes. The negative frame should cause decision makers to exhibit risk-seeking behaviour, which would be
manifest in the means of the funding being larger (not smaller) than the positive framed scenario outcomes. Second, the
additional information and modifications to the wording of the task may have been responsible. The respondents may
have felt more certainty about the financial situation and this could also explain the higher funding in the positive
framed scenario. The significantly different (higher amount of funding) from the positive frame suggests that the
information may well have influenced characteristics of the cognitive modes exhibited by the subjects in their decision
making.

Fourth, testing of image compatibility produced mixed results. Consistent with the theory, low image compatibility was
a significant predictor of the level of funding. The surprise finding was that high image compatibility was also a
significant predictor of the level of funding. However, the statistical significance was smaller compared to that of the
low image compatibility and the percentage increase in the R* was also smaller by comparison.
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Table 1. Summary of Task Details Pertaining to R&D Reinvestment (N=86).

Version Wording Framing
1 (n=31). High Sunk Cost (8400 000). Negative
2 (n=33). High Sunk Cost (8400 000). Positive

3 (n=22). Low Sunk Cost ($100 000). Negative

Table 2. Summary of Variables for Reinvestment Decision

Variable Category Number Details

Treatment Effect: One Framing (positive vs negative).
(Treatment Variables). Sunk Cost (high vs low).
Demographic Variables: Two Problem space inventory
(Independent Variables). [Predictors] Image compatibility

Dependent Variables: Two Choice to provide NIL funds
(Criterion Variables). Choice to provide a level of funds
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Table 3. Descriptive Details of Investment Task

Task version N Mean Std. Deviation
1 Negative~S/C High 31 39 354 22 536
2 Positive~S/C High 33 53 484 25601
3 Negative~S/C Low 22 60 227 29 296
Total 86 50116 26 667

Table 4. Multiple Regression — Funding Regressed on All Eight Problem-Space Measures (Negative~1).

Measure F dfs R2 Adjusted R2 Standardised t Sig.
beta coefficients

1 Funding 2.149 8,22 439 235

2 Intentions 0.504 2.614 0.016
3 Risk -0.192 -1.101 0.283
4 Disappointment -0.215 -1.192 0.246
5 Importance 0.020 0.096 0.924
6 Responsibility 0.162 0.790 0.438
7 Minimise loss 0.279 1.283 0.213
8 Sunk costs -0.028 -0.112 0.912
9 Control -0.059 -0.305 0.764

Table 5. Multiple Regression — Funding Regressed on All Eight Problem-Space Measures (Positive~ 2).

Measure F dfs R2 Adjusted R2 Standardised t Sig.
beta coefficients

1 Funding 5.122* | 8,24 .631 .507

2 Intentions 0.248 1.822 0.081
3 Risk -0.559 -3.621 0.001
4 Disappointment 0.002 0.013 0.990
5 Importance 0.254 1.344 0.191
6 Responsibility 0.289 1.896 0.070
7 Minimise loss 0.193 1.189 0.246
8 Sunk costs 0.206 1.310 0.203
9 Control -0.152 -0.894 0.380

* Significant at p < 0.001

The analysis of the positive framed task found 63.1% of the variance in funding could be explained by the eight
independent variables (perception of problem space). in the positive framed scenarios. The framing condition was
significant at F=5.122 (8,24)., p<.001.

Table 6. Multiple Regression — Funding Regressed on All Eight Problem-Space Measures (Negative~ 3).

Measure F dfs R2 Adjusted R2 Standardised t Sig.
beta coefficients

1 Funding 3.223* | 8,13 .665 459

2 Intentions 0.358 1.672 0.118
3 Risk -0.272 -1.224 0.243
4 Disappointment -0.329 -1.390 0.188
5 Importance -0.104 -0.491 0.631
6 Responsibility 0.310 1.521 0.152
7 Minimise loss 0.233 1.319 0.210
8 Sunk costs 0.173 0.756 0.463
9 Control -0.139 -0.728 0.480

* Significant at p < 0.030

The analysis of the negative framed task with low sunk cost found that 66.5% of the variance in funding could be
explained by the eight independent variables in the positive framed scenarios. The framing condition was significant at
F=3.223 (8,13)., p<.030.
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Table 7. Component Matrix

Component
1
Close .923
Terms 914
Moving .909
Given .870

Table 8. Overall Means, Standard Deviations and Correlations (N=86).

Variable M SD 1 2 3 4 5 6 7 8 9
1 Funding 50.11 26.67 -
2 Image 17.84 6.08 .674*
3 Intentions 3.65 97 .300* .188
4 Risk 3.56 .99 -.446* -425% .046
5 Disappointment 3.29 1.12 -310* -.258# -.003 448*
6 Importance 3.67 1.11 .081 .039 .079 .071 .286*
7 Responsibility 3.08 1.31 .383* 291%* -.024 -.153 .032 .333%
8 Minimise loss 2.60 1.28 155 .084 -.132 -.177 -.208 -.133 .005
9 Sunk costs 3.95 1.37 243# .170 316* .106 124 -.018 .146 -407*
10 | Control 4.27 1.54 -.064 -.014 .048 -.045 119 .344%* 112 .078 -.167

# Significant at 0.05 level (2-tailed). * Significant at 0.01 level (2-tailed).

Table 9. Rotated Component Matrix

Component

1 2 3
Sunk 854
Minimise -.644* -.321
Intention 584
Importance .801
Control .661
Responsibility .651
Risk .830
Disappointed .798
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Abstract

The concentration on stocks of security investment funds reflects fund managers’ utilization degree of the inefficiency
of market, so certain relationship exists between the performance of funds and the concentration on stocks. By
analyzing practical data of Chinese stock investment funds, the relationship between the performance and the
concentration on stocks is tested in the article, and the result shows that properly high concentration on stocks can help
to enhance the risk adjusted return of funds, but too high concentration on stocks will influence the timing selection of
funds. And in the test, some different results are discovered.

Keywords: Fund, Performance, Concentration on stocks
1. Introduction

The security investment funds, as one of most important institutional investors in the security market, are always
concerned by the market participators. Their investment performances, performance sources and risks are key factors
which are concerned by most investors and supervisors. At the same time, in theory, whether the actively managed
funds can continually acquire excess incomes is one important factor to test the efficiency of the market, so it is very
important and meaningful to study the performance of funds both in theory and in practice.

In fact, in 1960s, based on the theory of CAPM, Treynor (Treynor, 1965, P.131-136), Sharpe (Sharpe, 1966, P.119-138)
and Jensen (Jensen M, 1968, P.389-416) took the risk adjusted return as the performance evaluation index of funds to
replace originally single index of yield, and these indexes about the risk adjusted return including the three-factor model
proposed by Fama & French (Treynor, 1966, P.131-136) based on that became into classic performance evaluation
indexes of funds, which have been applied widely up to now. In addition, in Treynor & Mazuy (Treynor, 1966,
P.131-136)’s model, the source of the fund performance were divided into the stock selection ability and the timing
selection ability of funds, and Henriksson & Merton (Henriksson, 1981, P.513-533) also put forward similar model
subsequently, and these two selection abilities were adopted by many researches. And the research about the
performance of funds had been the durative hot spot from that time.

In China, the industry of funds just started from 1990s, and it have been developed quickly in recent years, and with the
accumulation of data, the theory and empirical researches taking domestic funds as the objects are more and more. For
example, in 2001, Wang Cong (Wang, 2001, P.31-38) early introduced and evaluated the foreign fund evaluation model
in detail, and at the same year, Shen Weitao and Huang Xingluan (Shen, 2001, P.22-30) applied the model which had
been widely used in the foreign fund performance to empirically study the performance of Chinese security investment
funds with short history. After that, Wu Chongfeng et al (Wu, 2002, P.128-133) also completely reviewed the theories of
west security investment fund performance evaluation, and Zhang Xin and Du Shuming (Zhang, 2002, P.1-22)
comprehensively measured the performances of domestic funds by the classic performance evaluation indexes of funds,
and discussed the timing selection ability of funds, the risk diversification degree and the asset allocation.

Except that taking the risk adjusted return as the measurement index to review the performance of fund, the
concentration on stocks is also used to directly judge the asset management ability of funds, for example, in 1997,
according to the character of the concentration on stocks of funds, Daniel (Daniel Kent, 1997, P.1035-1058) studied
whether the funds could select the stocks with positive excess incomes in the stocks with same characters, and in 2006,
Hu Wei and Zhang Ming (Hu, 2006, P.26-32) used similar method to study the stock selection ability of domestic funds.

In fact, to study the concentration on stocks of funds, except for establishing the performance evaluation index which is
different with the classic model, the relationship between the performance of funds and the concentration on stocks can
be also studied. Marcin et al (Marcin, 2005, P.1983-2011) put forward that if the fund managers had some advantages in
some industries, the investment combinations managed by them might centralize in a few industries, not in every
industry, and they empirically tested the common actively managed funds of US from 1984 to 1999, and the result
indicated that when the risk and the style difference are controlled, the funds centralized in a few industries would
obtain better performance. In the research about the US mutual Funds from 1984 to 2002, Hany & David (Hany, 2005,
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P.481-495) proved above opinion, and they found that the funds with good concentration on stocks had good
performance, and after considering the charges and other characters, they thought the performance of funds was
positively correlative with the stock holding amount. Many domestic scholars also developed the research about this
aspect, and Liang Bin (Liang, 2007, P.7-11) reviewed the relationship between the performance and the concentration
on stocks of Chinese close-ended funds in 2007, and the result showed that the performance of the funds with
centralized stock holding were better than the funds with dispersive stock holding, and Xie Hongtao & Zhou Shaofu
(Xie, 2008, P.52-56) studied the data of Chinese open-ended funds from 2003 to 2007, and found that the asset
allocation concentration in the selection of stocks could bring excess incomes for funds, and too high industrial
concentration would bring losses for funds.

Above research results are not consistent completely, but these opinions are very meaningful, that is to say, as the fund
managers who are the experts managing the investment portfolios, whether they should trust that they have the ability to
win in the market and should focus in their familiar domains to look for proper investment opportunities, or they should
believe traditional theory about the investment portfolios, i.e. reducing the risks by the diversification investments?
Based on above research ideas and the data of domestic stock funds, the relationship between the performance of funds
and the concentration on stocks is discussed as follows.

2. Theoretical model

According to traditional investment portfolio theory, the diversification investment can reduce the risks, so the fund
managers, as the investment expert, should invest capitals in more stocks as possible to acquire same benefits when the
risks are possibly low. However, a premise must be considered, i.e. the market should be efficient. But the market is
often inefficient, and the inefficiency of the market is just one important reason for the existence of funds. Just thinking,
if the market is efficient and the pricing of all securities are reasonable, so investors can directly invest in stocks, and
why they let experts to manage their capitals? Therefore, for the funds investors, the fund managers should try to look
for the mispriced stocks in the market to obtain the premium over the average return in the market (except for the index
funds), but fund managers have only limited energies and resources, and facing thousands of stocks in the market, they
can not pay attention to each one, so the reasonable method is to pay attention to part of stocks or industries which they
are familiar. Therefore, the first deduction can be obtained.

The funds with high stock holding or industrial concentration on stocks should have better performances.

Though the market is not completely effective, but the function of the diversification investment to reduce the risks still
exists. Except for the returns, the risks should also be considered more when we evaluate the performances of funds, for
example, whether they take the risk adjusted returns as the evaluation index of fund performance. Therefore, when the
concentration on stocks of funds is too high, the risks will increase and the performances will be influenced. So the
second deduction which is similar with Hany & David’s (Hany, 2005, P.481-495) can be obtained.

The performance of the funds with too high stock holding or industrial concentration on stocks will descend.
Next, the data of domestic stock funds will be used to test above two deductions.
2.1 Index of fund performance
There are many indexes to reflect the performances of funds.
(1) The excess yield ()
Y =Ry~ R,y % Ratio (1)

Where, Rp,.a and Ry, respectively are the net yield of the fund and the market index yield, and Ratio is the stock
holding proportion of this fund. This index directly reflects the excess return of the stock part in the fund in the whole
stock market, and the risks are not considered.

(2) Jensen index (jensen)
Jjensen = (Rp,,,—R,;)= xRy, —R,) @
Where, R;is the risk free rate, S is the value of Beta obtained according to the model of CAPM, and it reflects the

system risk. This index is a risk adjusted return index comprehensively considering the incomes and risks, and it is the
usual performance evaluation index of funds.

(3) Net asset volatility (vol)

n—14

volz\/ ! i(Ri—E)2 )

Where, R; is the return of net asset of the fund at the i’th term, and R s the average value of n terms. This index is not
a performance evaluation in fact, and it is just a risk index reflecting the instability of the return. It can be used to show
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the risks of the funds with different concentrations on stocks.
(4) Treynor & Mazuy (Treynor, 1966, P.131-136)’s stock selection ability and timing selection ability (ss and tim)
Rppa — R, =55+ B-(Ry, —R,)+tim-(Ry,, —R,)’ +¢ (4)

This model can decompose the excess return of the fund, and ss and #im can be obtained by the regression, and they
respectively denote fund managers’ abilities to select stock and select the market opportunity.

2.2 Index of concentration on stocks

In different researches, there are many indexes to denote the concentration on stocks of funds, for example, Marcin et al
(Marcin, 2005, P.1983-2011) established a index to measure the industrial concentration on stocks by computing the
difference between the proportion of stocks in each industry in the stock portfolio and the proportion that the industry in
the market combination. Hany & David (Hany, 2005, P.481-495) directly used the amount of stock hold by the fund to
measure the concentration. And Travis & Yan (Travis, 2008, P.27-49) used same index with Marcin et al (Marcin, 2005,
P.1983-2011) in the stock concentration degree from the industrial concentration, and called it as the Herfindahl index,
and obtained same result. Liang Bin et al (Liang, 2007, P.7-11) used the Gini coefficient and Herfindahl index, and Xie
Hongtao & Zhou Shaofu (Xie, 2008, P.52-56) used the index which is similar with Marcin’s. The Herfindahl index used
by Liang Bin et al was an index to measure the market concentration degree of certain industry in the market. This
index can better reflect the stock holding concentration of funds, so it is used to denote the stock holding concentration
of funds (H,y) and the concentration of industry (H,,)-

2
Hszk = Z Wstk,i (5)

Hig =2 Wias ©

Where, wy,; and w;,,;respectively denote the market value proportions of the i’th stock and the j’th industry holding
stocks in all stocks. From (5) and (6), H is bigger, it denotes that stock invested by the fund is more centralized in
individual stock or individual industry, and when H equals to 1, the fund completely invests in certain one stock or one
industry. Therefore, H is bigger, and the concentration degree is higher.

2.3 Regression model

Based on the practical data of domestic stock investment funds, the regression model is used to test the relationship
between the performance and the concentration on stocks. According to former two deductions, the following regression
models are used in the research.

Per,,=a+p-H,,+y, Dy, +y, D, +y,-Dy, +&, ™
2
Per,, =a+p-H, ,+p,-H,, +y,-D,+y,-D,, +7,-D;, +¢, (®)
Where, Per;, denotes the performance of the i’th fund in the year of 4, i.e. those indexes from the formula (1) to the
formula (4). H;, denotes the stock holding concentration or the industry concentration of the i’th fund in the year of 7. D,

D, and D; are dummy variables, and because the panel data from 2004 to 2007 are selected, and the data in each year
are significantly different, so these three dummy variables are introduced to denote the years.

1 ¢r=2005 1 =2006 1 r=2007
Dl,t_ 20 = 30

o else 1o else 1o else

a, f and y are parameters, and ¢ is the residual error. According to the anticipation in above discussions, f in (7) should
be positive, and £, in (8) should be positive but S, in (8) should be negative (the instance that vo/ denotes the
performance is not included).

3. Data

The data of Chinese stock funds from 2004 to 2007 are used to empirical test the index, and all data are picked up from
the financial terminal of Wind. For each fund, one performance evaluation index in each year is computed, and the
week data are used to compute the risk return index and the stock selection ability and the timing selection ability, and
the data of the end of last year are used to compute the index of concentration degree.

Table 1 is the description statistics for the data used in the article.

From the average data of various funds, both the excess yield and the risk adjusted return all exceed zero, and
comparing with the whole market, the funds have certain advantages, but there are large differences in different years.
The risk indexes, the stock selections and the timing selections are also different in different years. The stock holding
concentrations of fund and the industrial concentrations change little in different years.
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4. Empirical result and analysis
The regression results of the formula (7) and the formula (8) are seen in Table 2 and Table 3.

From Table 2, the regression coefficient of Jensen index to the concentration on stocks is significantly positive, which
indicates that the risk adjust return of the fund with centralized stock holding is higher, and the regression coefficient of
the volatility (vo/) to the concentration on stocks is significantly negative, which shows the fund with high stock holding
concentration can better control the net asset volatility, and there is another possibility, i.e. the high risk adjusted return
of these funds comes from the control of risk. In addition, though the regression coefficients of the timing selection and
the stock selection to the concentration on stocks are positive, but they are not significant.

For the relationship between the performance of funds and the concentration on stocks, the regression coefficient of
Jensen index to the industrial concentration is significantly positive, which reflects that the funds with high industrial
concentration can acquire better performances, but being different with the regression to the concentration on stocks, the
regression coefficient of the volatility to the industrial concentration is positive, but not significant, which indicates that
the risk adjusted returns of these funds come from actual returns, not controlling risks. In addition, the regression
coefficient of the stock selection to the industrial concentration is significantly positive, which shows that the funds
which absorbed in certain industries have the ability to select the predominant stocks in the industry or predominant
industries.

In the regression results of the fund performances to the concentration on stocks and its square item, the regression
result of the timing selection index accords with the anticipation, i.e. the first-order item is positive, and the
second-order item is negative, and both of them are significant. That indicates that the funds with proper concentration
on stocks have strong timing selection ability, and the funds with higher or lower concentration possesses weak timing
selection ability. The regression coefficients of other performance indexes to the concentration on stocks and its square
item are not significant, which doesn’t support above deductions.

In the regression results of the performance to the industrial holding concentration and its square item, only the
regression result of the stock selection index can narrowly accord with the anticipation, i.e. the first-order item is
positive, and it is significant under 10%, and the second-order item is negative, but not significant. That shows the funds
with proper industrial concentration have better stock selection ability than other funds with higher or lower industrial
concentration. But the regression result of the timing selection index is opposite with the anticipation, i.e. the first-order
item is negative, and the second-order item is positive, and both of them are significant. That indicates the funds which
are absorbed in a few industries and are decentralized in various funds have stronger prediction ability for the market
index, i.e. they have strong timing selection ability, but the funds which are dispersed properly in industrial allocation
may more concern the stock selection in the industry, and they less predict the market index, and possess weak timing
selection ability.

5. Conclusions

Through the analysis of the empirical data of the relationship between the fund performance and the concentration on
stocks in China, following results can be obtained.

(1) When the risk adjusted return is the index to evaluate the performance of funds, the funds with higher concentration
on stocks have good performance, which may comes from the control of risks.

(2) When the risk adjusted return is the index to evaluate the performance of funds, the funds with higher industrial
concentration on stocks have good performances. At the same time, the funds with higher industrial concentration on
stocks have stronger stock selection ability.

(3) The funds with lower or higher concentration on stocks have weak timing selection ability.
(4) The funds with lower or higher industrial concentration on stocks have strong timing selection ability.

According to above results, when the funds hold centralized stocks, the fund managers have times and energies to
carefully study and analyze the stocks which they hold, and they can select the stock portfolio with low risks and high
returns to invest, but when the holding stocks are too centralized, the difficulty to adjust the fund position will increase,
so the timing selection ability will decrease. But when the holding stocks are centralized in certain industries, the fund
managers have times and energies to carefully study and analyze these industries, so they can select the stocks with high
incomes and low risks in these industries to invest, and as viewed from the timing selection ability, the funds with
proper industrial concentration have weak timing selection ability, that may be because these funds pay more attention
to the analysis and comparison of the stocks in various industries, but ignore the prediction and analysis of the whole
market, and the funds with lower or higher industrial concentration will have higher timing selection ability because
they will expense limited energies to select or analyze the industries.
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Table 1. Descriptive statistics of various variables

Year | Sample amount | Statistics | y Jjensen vol X tim Hye | Hipa
MIN 0.33 -0.0006 | 11.89 | -0.0012 | -1.41 | 0.01 | 0.04
MAX 30.02 0.0050 | 18.72 | 0.0055 1.01 0.10 | 0.66
2004 62 MEAN 9.82 0.0016 | 15.69 | 0.0018 | -0.22 | 0.05 | 0.32
STD 5.73 0.0012 | 1.37 0.0011 0.53 | 0.02 | 0.11
MIN -2.46 -0.0009 | 11.75 | -0.0016 | -2.31 | 0.01 | 0.17
MAX 22.36 0.0039 | 22.52 | 0.0050 | 4.68 | 0.09 | 0.57
2005 7 MEAN 10.73 0.0017 | 15.89 | 0.0010 | 0.85 | 0.04 | 0.28
STD 5.17 0.0010 1.66 0.0011 0.99 | 0.02 | 0.09
MIN -22.42 | 0.0000 14.50 | 0.0015 | -4.40 | 0.01 | 0.13
MAX 75.11 0.0079 | 29.89 | 0.0088 | -0.14 | 0.12 | 0.63
2006 2 MEAN 20.10 0.0035 | 21.18 | 0.0044 | -2.13 | 0.04 | 0.23
STD 18.59 0.0014 | 2.97 0.0015 | 0.88 | 0.02 | 0.08
MIN 4.14 0.0014 | 21.54 | -0.0010 | -2.57 | 0.01 | 0.15
MAX 161.50 | 0.0130 | 34.69 | 0.0125 | 3.52 | 0.11 | 0.61
2007 127 MEAN 52.98 0.0053 | 27.72 | 0.0035 1.11 0.04 | 0.28
STD 21.90 0.0020 | 3.09 0.0023 | 095 | 0.02 | 0.08
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Table 2. Regression result of the formula (7)

Performance index (Per) Intercept Hgy Hi D, D, D;

9.88 -1.20 0.90 10.28 43.16
7 2.78) (0.02) 029 | (3.46) (15.26)

_ 0.001 0.009* 0.000 0.002 0.004
Jensen (3.45) (1.76) 096) | (7.53) (14.62)

N 16.76 -16.65%* -0.12 489 1115
(31.78) (-2.02) 0.25) | (11.10) (26.58)

0.001 0.008 20001 | 0.003 0.002

. (3.69) (1.53) (2.34) | 9.26) (5.69)

N 2034 251 121 -1.85 1.42

(-1.80) (0.86) 737 | 1179 | 9.54)

7.39 7.67 1.16 10.94 43.45
7 (1.83) (0.73) 037) | (3.54) (15.24)

_ 0.001 0.003%** | 0.000 0.002 0.004
Jensen (1.89) 2.87) 1.19) | (7.98 (14.94)

ol 15.73 0.70 2005 5.03 1122
(26.05) (0.45) (0.10) | (10.89) (26.33)

0.001 0.002%* 20001 | 0.003 0.002

SS (2.29) (2.44) 2.16) | 9.53) (5.94)

, L0.14 2022 1.19 -1.88 1.41
tm (:0.68) (:0.40) (7.25) 11.49) | (9.35)

Note: The values in the brackets are statistics of #, *, ** and *** respectively denote the significances under the level of
10%, the level of 5% and the level of 1%. The significance of the regression coefficients of variables about the
concentration on stocks is only concerned, and the significances of other variables are not considered here.

Table 3. Regression result of the formula (8)

Performance index (Per) Intercept  |H Hia D, D, D; Hy Hig
15.76 239.03  [2,179 075 995  [42.90
7 259  |-1.15)  |(1.19) 024) 334 |(15.14)
, 0.001 0027 |-0.167 0.000 [0.002 [0.004
Jensen 1.18)  |(1.46)  |¢1.03) (1.00) [(7.59)  |(14.66)
ol 16.97 2529|7918 012|488 (1114
(18.76)  |(-0.82)  [(0.29) (0.26) |(11.01) |(26.44)
0.002 0010 |0.168 -0.001 [0.003  0.002
. 292)  [(0.50) [0.94) (238) |(9.14) |(5.60)
N -0.86 23.55%%  [-192%+ 122|182 145
(268)  |@16)  |(2.01) (749 |-11.6) |(9.72)
6.63 12.85 278 114 1098 [43.43
7 (0.86) ©028)  [(0.12) |036) |3.53) |15.18)
_ 0.001 0.003 0001 [0.000 [0.002 [0.004
Jensen (0.86) ©81)  |-0.16) |(1.18) [(7.94) |(14.88)
N 15.38 3.04 351 005|505 [11.21
(13.40) 045 (035 |0.11) |10.85) |26.20)
0.000 0.008*  |-0.008 |-0.001 [0.003 |0.002
. .11 182 |13 |22 |06 589
o 0.77 6.430% 933k (121 192 [1.44
(1.92) (2.7) 268) (744 |-11)  |©.61)

Note: The values in the brackets are statistics of 7, *, ** and *** respectively denote the significances under the level of
10%, the level of 5% and the level of 1%. The significance of the regression coefficients of variables about the
concentration on stocks is only concerned, and the significances of other variables are not considered here.
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Abstract

The recent resurgence of income inequality in the United States has spawned a wide-ranging discussion to its causes,
which has often focused on America's historically high trade deficit in the past two decades. Our paper revisits this issue
by investigating the latest trends in the U.S. income disparity from 1985 to 2007, and systematically examining the
factors that might have influenced the income inequality. To better understand income disparity, three different
measures are employed: Gini, Theil and Atkinson indices. Results show that, only in the cases of Gini and Theil,
international trade explains a part of income inequality, but it surely cannot be the whole story. Other factors, such as
the net migration rate, the changing role of women, and the sectoral distribution of employment also play important
roles in accounting for America's income inequality.

Keywords: Income Inequality, Trade Deficit, Gini, Theil, Atkinson
1. Introduction

The recent resurgence of income inequality is one of the most difficult economic problems confronting the world today,
which poses great challenges to policymakers in both advanced industrial societies and emerging market economies.

Kuznets (1953 and 1955) conjectures that income inequality will first rise, peak, level off and then decline as an
economy reaches a certain level of prosperity. In the case of the U.S., for instance, historical data before 1920s had
verified the success of Kuznets hypothesis. However, the more recent empirical facts suggest a radical reversal of
Kuznets's findings. Harrison and Bluestone (1988) identified a "great U-turn" in the development pattern of income
inequality, which presents the phenomenon of widening income disparity in the U.S. after the 1960s. At the same time,
such an upswing in inequality has also been experienced by other developed countries such as the United Kingdom. As
Bernanke (2008) points out, even though average economic well-being has increased considerably over time, the degree
of inequality in economic outcomes over the past three decades has increased as well. Economists are eager to grapple
with the reasons for this trend, which has spawned a wide-ranging debate with no consensus that has been achieved by
far. Diverse factors that might influence income inequality have been proposed, and among them, globalization is most
frequently under the spot light.

Our paper aims to fill the gap in the literature by documenting the most recent trends in the U.S. income disparity from
1985 through 2007, and then studying the distributional impact of globalization, in particular, the trade deficit, on the
inequality.
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Two features are noteworthy here. First of all, in previous literature, globalization is usually measured in terms of
foreign direct investment (FDI), the north-south trade and migration. In the current framework, we introduce a new
element in addition to those three distinct aspects and evaluate the degree of openness in terms of the trade balance with
the rest of the world. Statistics show that in the past two decades, the U.S. trade deficit has soared to unprecedented
heights, surpassing the levels reached in the 1980s. This record deficit is fueling public concerns that it could badly hurt
the U.S. economy by destroying domestic jobs, lowering wages, raising corporate profits, burdening future generations,
and in turn leading to a rising income inequality. Some trade protectionists therefore, advocate that international trade
should be boycotted in order to eliminate the negative impact of globalization on income distribution. Is their argument
true? Is the U.S., as they claimed, trading away its future? Our paper tries to answer this question by applying a
generalized linear regression model to assess the ways in which the trade deficit relates to the income inequality.

Secondly, to better understand the income disparity, three different measures are employed, among which the Gini
coefficient is so far the most popular and widely used indicator. However, Gini coefficient is not always an adequate
measurement of inequality, since it is only able to provide a general image of the level of aggregate income disparity.
Our paper contributes to the literature by incorporating another two metrics into our model: Theil index and Atkinson
index. Therefore, a more accurate description of the impact of globalization on the actual income distribution is
presented.

Our results show that, only in the cases of Gini and Theil indices, international trade explains a part of income
inequality. It is found that the imports from southern countries and trade deficit actually decrease Gini index by pushing
down the aggregate price level and therefore improving the overall economic conditions. In addition, trade deficit tends
to shrink the disparity at the higher end of the income spectrum as well, measured by Theil index, but its role appears to
be secondary. In the case of Atkinson coefficient, the impact of trade on income inequality is not significant at all. Other
factors, such as the changing role of women, the net migration rate and the sectoral distribution of labor force are also
found to be very important in accounting for America's rising income disparity in the last two decades.

The remainder of this paper is organized as follows. In Section 2, we present a brief review of the literature on
globalization and income inequality. In Section 3, the empirical evidence of U.S. income inequality from 1985 to 2007
is introduced. In Section 4, we set up a generalized regression model with a set of explanatory factors to understand
such a rising inequality. In Section 5, the regression results are presented and policy measures will be briefly discussed.
Section 6 is a conclusion.

2. Literature Review

By far, a number of empirical studies have contributed to the literature by investigating the channel through which
globalization affects income inequality. The results, however, are mixed.

For example, Mahler (2001) finds little evidence of a systematic relationship between globalization and income
distribution. Instead, politics continues to dominate in determining distributive outcomes in the developed world. On the
other hand, Miller (2001) argues that a significant increase in income disparity results from globalization. Such
economic integration has changed the structure of production in U.S. by outsourcing unskilled-intensive jobs to
low-income countries, and therefore depressed the relative wages of unskilled workers in the U.S. since the late 1970s.
Almost at the same time, Dollar and Kraay (2002) obtain some other interesting results. They use an unbalanced data of
92 countries spanning four decades (1960 — 1999), and show that the openness to international trade has insignificant
effect on the income share of the bottom quintile. Then, Scott (2001) maintains that international trade itself does not
suffice to assume convergence of income between countries. He points out that immigration barriers set up by the
highly developed countries prevent wage equalization and therefore create wider income gaps.

In sum, there is a large body of literature examining the impact of globalization, particularly, international trade, on
income distribution. Alderson and Nielsen (2002) is one of the most influential pieces of work. Their study represents
one of the first systematic, cross-national examinations of the role of globalization in the inequality "U-turn". The
results indicate that the percentage of the labor force in agriculture dominates globalization in explaining the increasing
trend in inequality within and across countries. However, their work is subject to substantial data limitations. Only 57
observations from the Luxembourg Income Study (LIS) are available for 16 Organization of Economic Co-operation
and Development (OECD) countries and therefore, methods of estimation have to be employed to provide more
comparable information. The paucity of data, with no doubt, has hampered their cross-national and longitudinal study.
Moreover, all observations focus on the period from the late 1960s to the early 1990s.

Our paper follows the footsteps of Alderson and Nielsen and tries to explain the most recent patterns in the U.S. income
inequality. A panel data set is carefully assembled, containing 575 observations for 25 variables over 23 years, i.e.
1985-2007 (see Table 1 for details).
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3. An Overview of the U.S. Income Inequality

A natural place to begin is by studying the empirical evidence. The following section first presents the overall trend in
the U.S. income inequality. Then, the impulse function from a “structural vector autoregression” (VAR) estimation is
employed to demonstrate the impact of international trade on income disparity.

3.1 Income inequality and economic development
[Figure 1, 2 and 3 here]

Gini coefficient by far has been used the most extensively in the literature. It is derived from the Lorenz curve, which
shows the percentage of total income earned by cumulative percentage of the population. This coefficient is a number
between 0 and 1, which describes the degree of evenness of income distribution in a country. In general, a lower Gini
coefficient indicates a more equitable distribution of wealth, while a higher Gini value implies a more economically
polarized society.

Gini coefficient is easy to generate, but is incapable of differentiating different kinds of inequalities. By assigning
varying weights to different parts of the income spectrum and incorporating implicit social judgments, Atkinson (1983)
introduced a new method - the Atkinson index. This measure is more concerned about inequalities at the bottom of the
income distribution. Based on Atkinson, the Theil index was then developed. As an alternative inequality indicator, it
pays more attention to inequalities at the top of the income distribution. For convenience, we multiply all three types of
inequality coefficients by 100 and express them as an index between 0 and 100.

Since a large body of literature has examined the U.S. income disparity before 1990s, our paper therefore, will focus on
its latest trend over 1985 through 2007. Figures 1 and 2 present the evolution of U.S. income inequality measured by
Gini, Theil and Atkinson coefficient respectively. Ignoring the short-term variation, we observe a clear upswing in the
overall income inequality since the mid 1980s. In particular, the Gini indices over the past two decades were all above
40, a level typically interpreted by economists as an "unfair" income distribution.

Figure 3 plots the logged real GDP (base 10) per capita against the income inequality, where the former is usually a
measure of the economic development. As mentioned earlier, the Kuznets hypothesis suggests that a negative
relationship between inequality and development should be found for advanced industrial societies. However, the recent
stylized facts in the U.S. evidently show the opposite, which is demonstrated by the ascending slope of inequality and
economic development in Figure 1, 2 and 3.

3.2 The impact of trade balance on income inequality
[Figure 4 here]

To take a closer look at the relationship between globalization and income inequality, we estimate a structural
four-variable VAR, including trade balance, Gini, Theil and Atkinson indices (see Note 1). Dynamic response functions
are calculated and reported in Figure 4, which provides a convenient framework to investigate the impact of
globalization on income disparity.

In this scenario, globalization is represented by trade balance. At the beginning, a temporary positive shock is
introduced in trade balance, and then the responses in these three inequality indices are observed. It is clear that under a
positive shock in trade balance (or trade surplus), all three indices rise on impact. A higher inequality index indicates a
more polarized society, and vice versa. Therefore, Figure 4 shows that an improving condition in trade balance does not
necessarily result in better social welfare as some economists expect. The opposite might occur instead as suggested by
these VAR findings. In recent decades, a great deal of literature has concerned about the negative effect of the
worsening U.S. trade balance on its income inequality. However, strong empirical evidence is absent to support such
arguments. Starting in the next section, we will explore in details the ways that important economic indicators relate to
the income inequality in the U.S., and then try to estimate the importance of each of them.

4. Methodology

What drives up the U.S. income inequality? The previous studies suggest that there is no single "smoking gun". After a
thorough review of the stylized facts, we will proceed with an assessment of some leading factors that have been
advanced to explain the income disparity.

4.1 Model

In this section, the model of income inequality devised by Alderson and Nielsen (2002) is borrowed and then expanded
to test hypotheses regarding the distributional impact of globalization, in particular, the trade deficit. The core model
can be specified as follows:

ineq = f(sdu,,l,,m,,dem, edu, ,union,, glob,) (1)

2"t
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where ineq is a particular inequality metric, such as Gini, Atkinson or Theil; sdu is the sector dualism, where i = a,
manu, and s, denoting the agricultural, manufacturing and service sectors, respectively. Additionally, / is the aggregate
labor market conditions, m is the monetary stability, dem is the demographic transition, edu is the overall education,
union is the density of unionization, and finally glob represents the globalization. In the following section, we will
explain how the above factors are measured.

4.2 Data
4.2.1. Sector dualism

The generalized sector dualism, as defined by Alderson and Nielsen (2002), measures the contributions to the overall
inequality of differences in average income between sectors and the relative size of the sectors. The agricultural dualism,
for instance, is written as

sdu, =1, —gdp, | 2)
where Sduais the agricultural dualism, la is the percentage of labor force in agriculture and gdpa is agriculture's
share of GDP. The absolute value is taken to guarantee a positive value in the hypothetical case where the agricultural

sector is more productive than the nonagricultural ones. The dualism for the manufacturing and service industry, can be
defined in a likewise manner as follows

Sdum :| IWIHVIM _gdpma}’lll | (3)
sdu, =1, — gdp, | 4)
4.2.2. The aggregate labor market conditions

Three important aspects of the aggregate labor market conditions will be studied. Firstly, the distribution of the labor
force across sectors. As proposed by Kuznets (1955), the agricultural sector, for instance, is typically associated with
the lowest income inequality. Thus, the larger the agricultural sector, the lower the overall inequality. The indicator /,,
is used to describe the sectoral size of labor force and the dynamic shifts taking place across sectors, where i = a, manu,
and s. Secondly, we examine the changing role of women. Two kinds of arguments are taken into consideration. One
studies the distributional implications of the increasing female labor force participation, and the other focuses on the
rising proportion of households headed by women. Due to women's lower average earnings, either of these two factors
is expected to be associated with a greater income disparity. Thirdly, the impact of the unemployment on income
disparity is considered. It is well known that the turnovers in the labor market are likely to change the economic
well-being of the workforce and therefore, lead to the relocation of household income.

4.2.3. The monetary stability

The recent literature has found that monetary policy and income inequality are possibly related (Fowler and Wilgus
(2008)). The empirical evidence shows that, unexpected inflation acts to redistribute income by taxing the poor more
heavily, since they hold a larger fraction of their wealth in cash. On the other hand, Bernanke (2003) argues that under
certain conditions, accommodative monetary policy is able to mitigate the inequality. In this model, the monetary
stability is captured by the annual inflation rate and fluctuations in the federal funds rate.

4.2.4. The Demographic transition

The shifts in the age distribution of the labor force are studied by looking at two variables here. One is the natural rate
of population increase, which focuses on the cohort of young (less skilled) workers and the other is the seniority ratio of
the population, measured by the percentage of people who are over 65 years old. The life-time income profile for an
average worker shows that the youth and seniority are usually at the bottom of the earnings scale. As a result, we expect
that both variables will exert positive effects on income disparity.

4.2.5. Education

It is important to recognize that the wage gap between college graduates and those with a high school education or less
has widened since the middle 1980s. Such a shift in the return to education implies that the educational attainment of
the workforce surely affects income disparity. This dispersion of education is measured by the college graduates ratio.
Greater access to high education and training is able to increase the share of population that can take advantage of the
technological progress. The rising premium on higher skills in recent decades is associated with an increasing income
inequality. For a given level of technology, another related factor is the diffusion of education, which reflects the
average education level in a society and is measured by the overall secondary school enrollment ratio. A more diffused
education is expected to reduce the income disparity by improving the general living standards of the labor force.

4.2.6. Unionization

In the past twenty years, the union power has been declining and the trend shows every indication of continuing in the
near future. In this model, the union density is measured as the total union members as a percentage of total wage and
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salaried employees. Most researchers believe that the declining union power is due to the spread of skill-based
technology jobs. During the period of deunionization, income inequality obviously climbed up. We will check the ways
in which these two trends are related.

4.2.7. Globalization

To account for the rising income inequality in recent decades, the role of globalization cannot be ignored. In previous
literature, the distributional impact of globalization on income is mixed. Typically, globalization is measured by three
distinct dimensions: growing capital mobility (FDI/GDP), southern import penetration/GDP, and the net migration rate.
To provide a well-round study of the distributional impact of globalization, another indicator is embedded into this
framework: the trade balance/GDP. We will investigate their separate contributions to income inequality. To simplify
our analysis of southern imports, two countries are specifically chosen, China and Mexico, the two developing countries
among the U.S.'s top five trading partners. The trade deficit is the U.S.'s trade indebtedness with the rest of the world.

5. Results and Policy Analysis

Research on inequality has re-entered the mainstream development policy agenda by the World Bank since 2000. Why
income inequality arises, persists and exacerbates are frequently debated issues among economists. Another central
point of contention is how to appropriately measure income inequality itself. In fact, a variety of methods exist and yet a
consensus has not emerged. To develop a more nuanced understanding of the income distribution, two additional
measures (Theil and Atkinson indices) are considered in this paper besides Gini coefficient.

Now, a question naturally occurs. Will the impact of globalization on income inequality depend on the choice of
inequality measures? Kawachi et. al (1996) answers "no". By comparing the behavior of six different measures of
income inequality, their analysis indicates that the measures work very similarly and are highly correlated, with Pearson
correlations ranging from 0.86 to 0.99. In the next part, we will examine the robustness of the distributional hypothesis
of globalization under three inequality measures.

5.1 Regression results

To avoid paradoxical regression results, it is necessary for us to first perform a simple diagnostic test of collinearity.
Variables falling in the same category, such as labor market conditions, measure essentially the same thing, and
therefore are usually highly correlated with each other. The variance inflation factor (VIF) for each variable is
calculated. Values of VIF exceeding 10 are considered evidence of collinearity (see Note 2). Then we remove those
variables with intolerable VIF values from our model to reduce the possibility of collinearity.

The regression results indicate that, not every factor proposed above is found to be statistically significant in affecting
the U.S. income inequality. We drop one insignificant explanatory variable at a time from the regression until the
remaining factors in the model are all shown to be significant. The main findings are presented in Tables 2-4, where
STD is the standard deviation of the estimated coefficients, and the relative importance indicates the relative impact of
each significant factor on inequality outcomes, which allows us to evaluate the substantive importance of each variable.
Note that we are only interested in the “absolute values” of the relative importance (see Note 3 for more details).

[Table 2, 3 and 4 here]

It is shown that the choice of inequality indicator does indeed matter for the results generated by the analysis. We see
several similarities and also very notable differences across three indices. In the following section, we will attempt to
explore these results and explain how they have been affected as such.

In Figure 1, the inequality is severed in the mid-1990s, and a high-jump is clearly observed. A time dummy variable is
thereby used to capture this effect. The dummy equals 1, if the period is prior to 1992. Otherwise, the dummy is 0. The
results indicate that a negative relationship exists between this dummy and Gini index. The same phenomenon arises
across three indexes. Obviously, there should be some major events that have caused such an upswing in the inequality.
We might be able to attribute this sudden jump in income inequality in the middle 1990s to three distinct factors: (1) the
NAFTA (North American Free Trade Agreement) was enacted on January 1st of 1994; (2) the sudden increase in CEO
incomes with the apparent rise in the stock markets was also concurrent with this time; (3) the adverse consequence of a
wide-spread banking crisis in late 1980s and the early 1990s. The NAFTA greatly increased the trade volume and has
been a contributor to the variations in trade balance, which in turn affects the income disparity. The increase in CEO
incomes and the crashed financial system are likely to result in a greater income gap.

Next, the sector dualism, which explains the difference in average income between sectors, still remains a significant
predictor of inequality. For instance, agricultural dualism negatively relates to Gini coefficient, which sheds light to
Alderson and Nielsen (2002). Service dualism is found to be positively related to Atkinson index. In the past two
decades, technological progress has been shifting employment from the agriculture to the manufacturing and service.
Even though service industry is generally typified by a higher productivity and average wages, many people at the
bottom of income distribution still have to work for low-pay service jobs, such as waiting tables in restaurants. Hence a
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higher income disparity at the bottom quintile (measured by Atkinson index) resulted from such an intra-industry labor
movement.

By checking the role of women, we find that the percentage of females in the labor force and the percentage of
female-headed households explain part of the story. Technological progress and the change of social value have allowed
more females to get out of housework and bring additional earnings back home. This surely helps reduce the disparity
among low-income households and lower the value of Atkinson index, as we see in Table 3. However, the fact that
more women begin to participate in labor force or lead the household, does not necessarily imply that more equality will
be created in the whole society. According to the survey by the National Bureau of Economic Research, women are
earning significantly less than their male counterparts. The situation is even worse for female professionals, for instance,
women who have MBA degrees and work in finance or business services. Such growing gender gaps generate a positive
effect on both Gini and Theil index.

Seniority is also playing a part in income inequality measured by Gini index. Most seniors live off of a fixed income,
such as social security or pension funds. Therefore, we expect that a bigger percentage of seniority will positively affect
the income inequality, which is verified by the results in Table 2. With a more aging population, the income inequality
will surely rise.

We find a curious case when investigating the impact of education on inequality. The large increase in educational
attainment earlier in the twentieth century produced greater economic equality and shared prosperity. However, we did
not obtain enough evidence in our model to support such a point of view for the period of 1987 through 2007. The
two measures of education, college graduates ratio and secondary school enrollment ratio, are both found insignificant
in accounting for the recent rise in economic inequality. In terms of the Atkinson index, we find a small negative but
insignificant relationship, which exactly fits the traditional theory: more educated population would bid inequality down.
Since the Atkinson index focuses more on the bottom of the income profile, it seems that education still remains the
primary way for the poor to get out of poverty.

Then, let us examine the aggregate labor market conditions by checking the union density. A stronger union is
associated with a rise in the income share of the poor and better welfare for workers, particularly for low-income
workers. That is why the union density negatively relates to the Atkinson index. It is insignificant in another two cases.

Another interesting result is the impact of monetary stability on inequality. In Table 4, inflation produces a positive
effect on Theil index, the measure of the inequality among the high-income people. As we know, the financial sector
has claimed an ever-growing share of the nation’s income over the past generation, making the people who run the
industry wealthy. It makes sense that a higher inflation reduces the value of financial assets and shatters the confidence
in financial market, which possible leads to a higher income gap between the rich and the hyper-rich.

Now, we turn to the standing-out result in this model, the impact of globalization on income inequality, which is
illustrated by four distinct aspects: trade balance, imports from southern countries, net migration rate and FDI inflow to
the U.S.

The role that international trade has played in explaining inequality patterns is demonstrated by the trade balance and
southern imports. In the case of Gini coefficient, it is found that the U.S. trade deficit and imports from southern
countries both have significantly reduced the income inequality. Statistics show that the imports from southern
countries help narrow down the income gap by reducing the aggregate price level. It hence increases the effective
income and improves the overall economic conditions in a country. In the case of Theil index, trade deficit relates to
income inequality in a negative way. This is equivalently saying that a positive trade balance results in a wider income
gap, which is associated with a higher Theil index. This actually matches the impulse response of Theil coefficient
demonstrated in Figure 4.

Another important component of globalization that has contributed to a higher income disparity is the net migration rate.
It exerts significant effects on each of the three indices. The recent migration has been mostly from the South and the
Central America. Many immigrants from these regions have lower incomes and are more willing to work for less pay,
which exacerbates the income inequality accordingly. In addition, the immigrant population is highly bifurcated. Many
of them are very low-skilled as we just discussed. By contrast, many are highly skilled and / or even very rich, like
immigrants from Europe and East Asia. Such two-polarized immigrants' skills tend to expand the inequality measured
by all three indices.

FDI inflow is supposed to spread technological progress across countries, and therefore result in productivity
advancement and a generally higher income. It is expected to lower inequality. However, in our study, it seems to be an
insignificant variable.

5.2 The relative importance of factors

Finally, let us check the transformed regression coefficients in Tables 2-4 and compare the importance of explanatory
variables based on the relative strength of their effects on inequality. Table 2 shows that the strongest influence on Gini
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index comes from the seniority ratio. Specifically, if the seniority ratio rises by 1 standard deviation, the Gini coefficient
will accordingly increase by 0.5663 units of standard deviation. International trade takes the fifth position on the list. In
Table 3, the most important factor that affects Atkinson index is the union density besides the dummy variable.
International trade does not show significance in this scenario however, which lends support to Dollar and Kraay (2002).
In Table 4, it is clear that international trade influences Theil index negatively. Its role is pretty small though.

To summarize, the inequality upswing may be due to a combination of factors. Globalization does not necessarily
worsen the income distribution. Other factors, such as the changing role of women, seniority, union density and net
migration rate play important roles in accounting for the rising income inequality in the U.S. as well.

5.3 Policy analysis

Understanding the possible causes of income inequality is the key to devising policy measures. To achieve a more
egalitarian society, we should encourage the government to pursue social policies along the following dimensions.

Globalization is the long-term trend nowadays. The economic interdependence among countries will only become
stronger in the future. Our empirical results are consistent with the classical theory of international trade. Overall, trade
will increase prosperity in a country due to specialization and product differentiation in the globalized market. Trade is
not the evil force that drives up the U.S. income disparity in recent decades. Therefore, trade protectionism is not the
right solution that any government should adopt to fight poverty.

To increase the number of people who are able to win from globalization, the government should encourage a more
flexible, mobile labor force. There is some evidence that trade will cheapen labor by exporting some low-skilled jobs
overseas. If the less skilled labor cannot successfully shift to more productive tasks in service or manufacturing, they
will lose because of such international relocation, which leads to a rising income disparity. Hence, the government
should invest more heavily into education and further training. Increased and better access to higher education will
definitely provide more opportunities to a greater share of population (including the immigrants) and help them engage
in high-skill activities. That is greater access to education would make the endogenous sectoral and demographic
transition much easier.

The government should also try to provide a more effective shield to the female labor force and strengthen their social
competence. Additional assistance to female employees might be helpful to narrow down the gender gap in terms of
income. For example, better child care will help prolong women's working hours and increase their average earnings.
Income support may also be given to female headed households.

Last, but not the least, more priority should be given to the senior citizens. The government should provide a safety net
with better health care and retirement benefits to the senior.

6. Conclusion

The last decade has witnessed dramatic developments in social economics with substantial contributions to both the
theory and the empirical understanding of income inequality. However, a number of challenges remain. Why income
inequality arises, persists and expands are frequently debated issues among economists, which have received extensive
attention in recent years.

However, there has been no consensus in the literature on the causes of inequality upswing. The previous studies
suggest there is no single "smoking gun". A growing literature has attempted to understand the expanding income
inequality by focusing on skill biases due to technological progress. At the same time, some economists blame
globalization, in particular the historically high trade deficit for America's rising income inequality.

This paper documents the resurgence of income inequality in the U.S. by collecting the latest data from 1985 to 2007.
To provide a more complete picture of income distribution, three different inequality measures are particularly
employed: Gini, Theil and Atkinson index. Then a generalized linear regression model is used to estimate the extent and
channels through which all kinds of factors influence the income distribution.

Our results show that international trade does not play a starring role in explaining changes in recent inequality. In the
cases of Gini and Theil index, international trade does affect income inequality, but it surely cannot be the whole story.
Other factors, such as the changing role of women, union density, net migration rate, sectoral dualism and even inflation
play quite important roles in accounting for America's rising income inequality. In the case of Atkinson coefficient, the
effect of trade on income inequality is not significant at all. Therefore, international trade generates different
distributional impact on different income groups.

Inequality matters in its own right and it is fundamental to combating poverty. Our study is a systematic and novel
examination of the recent income inequality in the U.S., which provides a very nice framework for government policy
evaluations.
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Note 3. The relative importance of each economic variable in Table 2-4 is defined as the unstandardized regression
coefficient multiplied by the sample standard deviation of the corresponding independent variable X. It represents the
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Table 1. The Cross-section Dimension of the Data

Sector Dualism Agricultural dualism; manufacturing dualism; service dualism; GDP share of agriculture sector; GDP
share of manufacturing; GDP share of service.

Labor Market Conditions Percentage of labor force across sectors (agriculture, service and manufacturing); percentage of female
labor force participation; percentage of households headed by females; unemployment rate; poverty rate.

Monetary Stability Annual inflation rate; federal funds rate.

Demographic transition Natural rate of population increase; seniority ratio.

Overall education College graduates ratio; secondary school enrollment ratio.

Density of Unionization Union density.

Globalization FDI / GDP; southern import penetration / GDP; net migration rate; trade balance / GDP; U.S. oil imports.

Table 2.Generalized Linear Regression Results: Gini Index

Significant Variables Estimates STD Relative Importance
Dummy (time effect) -1.5831 *** 0.3232 -0.5116

Seniority 0.9378 - 0.6039 0.5663

Net migration rate 0.5067 * 0.2304 0.1167

Trade balance (a deficit) -0.9708 *** 0.1929 -0.1873

Southern imports -1.6696** 0.3167 -0.5288

Agricultural dualism -0.6087 - 0.5362 -0.3264

% Female in labor force 0.3911* 0.1225 0.0479

Adjusted R? 0.9692

Note: + P<0.1; * P<0.05; ** P<0.01; *** P<0.001 (two-sided test).

Table 3. Generalized Linear Regression Results: Atkinson Index

Significant Variables Estimates STD Relative Importance
Dummy (time effect) -1.86390*** 0.19439 -0.3623

Net migration rate 0.21285 - 0.12580 0.0267

% female-headed households -0.4552* 0.17536 0.0798

Service dualism 0.24762** 0.08066 0.0200

Union -0.46365 * 0.19901 0.0923

Adjusted R? 0.9637

Secondary enrollment ratio -0.05552 | 0.10016

Note: + P<0.1; * P<0.05; ** P<0.01; *** P <0.001 (two-sided test).

Table 4. Generalized Linear Regression Results: Theil Index

Significant Variables Estimates STD Relative Importance
Dummy (time effect) -6.42753%** 0.72790 -4.6786

Trade balance (a deficit) -0.4375 %% 0.0823 0.0360

Net migration rate 0.86385 - 0.44665 0.3858

% Female in labor force 0.49824 * 0.19342 0.0964

Inflation 0.37119 - 0.19076 0.0708

Adjusted R? 0.9827

Note: - P<0.1; * P<0.05; ** P<0.01; *** P<0.001 (two-sided test).
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Abstract

Most of the recent contributions analysing the regional disparities in growth have stressed on the convergence equation
which derived from the traditional neoclassic model of Solow (1956). However, this type of approach presents the main
drawback that is the lack of consideration for increasing returns to scale, which are at the origin of endogenous growth
and new economy geography models. In that purpose, we find more appropriate to use Fingleton’s (2001) model. We
develop a spatial model to endogenously detect the presence of spatial externalities and to estimate their effect on
regional growth. We extend this specification to a panel of 26 euro Mediterranean countries over the period 1995-2004.
Results of estimation with recent tools of spatial econometrics permit to detect the presence of increasing returns to
scale. In addition, we conclude that the external effects are geographically burned and they are associated to a
substantive phenomenon meaning that the growth in a country depends on the growth in neighbouring countries via
pecuniary and technological externalities. These results are related to the predictions of endogenous growth theory and
new economy geography model.

Keywords: Regional disparities, Endogenous growth, New economy geography, Increasing returns to scale, Spatial
econometrics

1. Introduction

There has been a remarkable surge of interest in ‘geographical economics’ or ‘the new economic geography’, prompted
by the publication of the book by Fujita, Venables and Krugman(1999). This new wave of theory put economic
geography centre stage within mainstream economics, since it established the notion that increasing returns could
coexist within a theoretical framework with explicit microeconomic foundations. Regional science and regional
economics, which had tended to be somewhat marginalized, has now become a focus of attention. However the
development of formal models has been at a cost, for although the idea of externalities is central to the new economic
geography theory, and in related urban economic theory (Abdel Rahman and Fujita, 1990, Rivera Batiz 1988), in the
purest form of these models the only externalities present are pecuniary externalities, representing market
interdependence. The idea that technological externalities are also relevant is somehow squeezed out, being too difficult
to accommodate within formal models. Or, the endogenous growth models (Marshall, 1980; Saxenian, 1994; Jaffe,
1989, Feldman, 1994) show that this type of externalities is likely favour the agglomeration phenomenon. Thus, the
endogenous growth theory underlines their role in terms of growth.

The integration between the endogenous growth theory and the geography economic distinguish between the two types
of agglomeration admitting a particular importance to the agglomeration of activities of innovation (Englmann and
Wals, 1995; Martin and Ottaviano, 1999). In side, of pecuniary externalities (related to market interdependence)
influencing the production, are introduced the technology externalities (related to hors market interdependence)
influencing particularly the innovation. As in the case of endogenous growth models with R&D, the output of research
in a firm is favoured by the importance of activity in other firms in the economy. The activities of innovation are thus
incited to locate in the region where the number of innovate firms is higher.

The industrial agglomeration results then from the imbrications of these phenomenon: “an economic agglomeration is
created as well by the technological externalities as by pecuniary externalities” (Fujita and Thisse, 1997).

The empirical analysis of these forces of agglomeration can be treated by recent tools of spatial econometrics. Without
controlling also for externalities, in the form of spillovers between regions, the spatial models are invariably poorly
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specified and fail the diagnostic tests that are the accepted professional standards of the spatial econometrics community.
Various approaches have been adopted in attempting to introduce externalities into spatial econometric models, with
two main strands appearing in the literature. One treats the externalities in a somewhat ad hoc manner as random shocks,
which impact within a specific region and simultaneously spill over into other, frequently neighbouring, regions. In
these models there is no attempt to explicitly model the sources of these external effects. The second strand attempts to
model the causes of the externalities.

However, in this paper we are interested in investigating the link between the spatial externalities and their impact on
the economic growth of the Euro Mediterranean countries. We will base on the theoretical growth model with
increasing returns to scale of Verdoorn, to which we introduce the spatial dependence. We propose to apply the
appropriate spatial econometrics tools to test the presence of these externalities and to estimate their magnitude on the
regional growth.

On this base, the paper is organized as follow: In Section 2 we describe specification of Verdoorn’s law with different
types of spatial dependence and we discuss the type of externalities related to the resulting specification. Section 3
presents the major characteristics of a model growth that includes externalities across regions caused by technological
diffusion. It is shown the similarity between his empirical specification and the spatial lag model. In section four, we
present data and the weight matrices used. Results of estimation based on a panel of 26 euro Mediterranean countries
over the period 1995-2004 are reported in section 5. Finally, section 6 concludes.

2. Theoretical model of Verdoorn’s law and spatial dependence

Empirical implementation of the Verdoorn’s law is initially proposed by Kaldor (1957) and successively extended by
Kaldor (1970) and Dixin and Thirlwall (1975). They suppose that the motif of growth results from a linear relation
between the growth of productivity and output.

Then, in its simplest form, the empirical specification for the dynamic Verdoorn’s Law can be written as:
p=b,+bq+e [1]

Where p is the level of growth of productivity, q is the growth of output and & is an error term. The usual interpretation

of parameters in (1) is that a value of b] around 0.5 implies the existence of increasing returns to scale. (Note 1)

The introduction of spatial dependence in the Verdoorn’s Law permits to consider the geographic externalities.

Different types of models can be used to treat the spatial dependence in observations. Applied for the Verdoorn’s Law,
they give different interpretations of coefficients associated to geographic externalities. We study the case of two
models which are more used: the lag spatial model and the spatial error model.

2.1 The spatial Lag model.:

In the spatial lag model we allow the growth of productivity in country i to depend on a weighted average of growth
rates of its neighbours, in addition to the explanatory variables of Verdoorn’s Law. The model in equation [1] becomes.
(Note 2):

p=b,+bqg+pWp+s¢ [2]
Where p is a parameter indicating the extent of the spatial interaction between observations with non-zero entries in W,
the spatial weights matrix. Note that this implies that the growth rate of technology in each country depends not only on

the values of the explanatory variables in that country, but also on the values of the explanatory variables in other
countries, subject to distance decay. This can be seen by expressing the model in reduced form:

p==pW)'(b+bg+z) [3]
This expression indicates that, a marginal increase in output in country i has a direct effect on the growth rate in that
country, and an indirect effect on the growth rate of its neighbours. In addition, the original direct and indirect effects
result in induced effects in the neighbours of the neighbours of country i, and in turn in the neighbours of those
neighbours, and so on throughout the whole system, including some feedback effects on country i itself. The total effect
of a marginal increase in output is therefore equal to the sum of the direct, indirect and induced effects, and its
magnitude differs across countries.

2.2 The spatial error model

In the spatial error model the spatial dependence is restricted to the error term. Intuitively, we can think of the spatial
dependence working through omitted variables with a spatial dimension (climate, social norms, exogenous shocks), so
that the errors from different countries are spatially correlated. Equation [1] becomes:

p=b,+bqg+e [4]
e=AWe+u
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Where, A is a parameter indicating the extent of the spatial correlation between the errors.
Note that since & = (I — AW ) ', the model can be rewritten as follows:
p=b,+bg+(I-2W)"u [5]

Estimation of this model using OLS or GLS result unbiased but inefficient estimates. It should therefore be estimated
using maximum likelihood or general method of moments (Anselin, 1988). (Note 3).

3. Substansive spatial externalities in the Verdoorn’s law

In its initial form the Verdoorn’s law seems to be more simple and doesn’t permit to characterize the endogenously of
progress of technology. Moreover, this specification permits to cutch only the line between the growth of productivity
and the growth of output whereas other factors can influence the growth of output especially in a regional level. Then,
we carry the specification of Fingleton (2000, 2001) in which the progress of technology depends on the geographic
spillovers, the level of initial technology and the others regions and the level of human capital in regions.

Supposing that technology change is proportional to the accumulation of capital (in form of capital growth) and the
capital growth is equal to the productivity, we have the following relation:

A=1 +dgp+aWp [6]

Where, @ and @ are coefficients and W is the weight matrix which catches the effects of spatial externalities between
the regions. A is proportional to the productivity growth intra-regional and also extra-regional. Thus, we explicitly
consider the role of pace by allowing the model to take into account the spillover effect included in the third term on the
right-hand side of equation [6]. The growth of productivity in a region depends on the growth in the neighbouring
regions by the existence of effect of spillovers via the technology progress. The term A° depends on the
socio-economic conditions of each region such as the initial level of technology and the level of human capital of each
region.

The initial level of technology is introduced by the mean of a technology gap between each region and the region leader
to cutch the possible effect of diffusion of innovation from a region with high level of technology to a region with law
level of technology. This is based on the following hypotheses: first, the differences in level of technology imply
differences in productivity (Barro and Sala-i-Martin, 2004). Second, the regions more rich technologically know the
growth via the innovation whereas the regions accusing a technological backward proceed by an imitation and adapt
technologies of region leader (Baumol, 1986). In consequence, the technology diffusion in backward regions can induce
growth faster in these regions and the impact of the region leader is more important as the technology gap is high
(Abramovitz, 1986 ; Gomulka, 1987 ; Targetti and Foti, 1997).

Using the approach of Nelson and Phelps (1966), the human capital is supposed to be an increasing function of the level
of education, in the measure where an important human capital stock is supposed favour the adoption of foreign
technologies successfully and permits to determine the capacity of a nation to develop new ideas.

The introduction of these elements in the specification of Verdoorn permits not only the introduction of concepts of
endogenous growth theory, but also those of geographic economy. Indeed, the increasing returns to scale and the effects
of spillovers are the fundamental hypotheses of two theories (Englmann and Walz, 1995; Walz, 1996; Martin and
Ottaviano, 1999; Baldwin and Forslid, 2000; Rezgui, 2004). Thus, this new specification seems pertinent to study the
regional growth following these theories.

After some algebra, we propose a different specification for the Verdoorn’s Law, that is:
p=aW p+b,+bq+b,G+bH +¢ [7]
Where, for yearly data, p denotes annual growth rates, a bold character represents a vector

[N*(T-1) x1 with the information for each region and time period (t=2,...,T). W,p is the spatial lag for the growth
rates of labour productivity.

The other variables are defined as following:

* G a vector [N*(T-1) x1 corresponds to the technology gap (approximated by the differential in productivity) in every
year between each region of the sample and the region leader.

* H a vector [N*(T-1) x1 corresponds to the level of human capital. It was measured by the population with secondary
education and more.

* Finally, Wy is a [N* (T-1)]x[N*(T-1)] matrix with the following general expression:
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w0 0 .0
0 W 0 .0
w=l0 0 W . 0

0 being a (NxN) matrix of zeros and W a (NxN) spatial matrix of weights.

We note that in the literature of spatial econometrics, the specification [7] corresponds to the spatial autoregressive
model, in which the coefficient W re flects the presence of effects of spatial externalities, i.e the growth in contiguous
regions (defined by the weight matrix w) affects the growth of productivity (via the technology progress) of the
considered region.

4. Data and spatial weights matrix

For yearly data, we use the variable “growth of labour productivity on the period t and t-1, t = 2,...,10” as an
endogenous variable. Labour productivity is obtained by dividing “GDP at constant price 2000” by “number of
population in employment”. Data on these two variables and the level of education are obtained from the database:
“World Indicator Data;W.I1.D” version 2006.

Annual data on technology gap (Q) are approximated by the difference between value of labour productivity in each
country and the value in the Leader country (the country with highest value of labour productivity)

We will expose results of empirical validation on a specific sample of Euro Mediterranean countries which is composed
from:

1) First, the fifteen countries of the European Union: Germany, France, Italy, Luxembourg, Netherlands, Greece, Spain,
Portugal, Ireland, Denmark, Sweden, Finland, Austria, Belgium and United Kingdom.

2) Second, the eleven south Mediterranean countries: Algeria, Tunisia, Cyprus, Egypt, Israel, Lebanon, Jordan,
Morocco, Turkey, Syria and Malta.

NB: for the reason of the absence of data availability, the country « Autonomy Palestinian Territory » will be excluded
from the analysis.

The period of our analysis is 1995-2004. This period is particularly interesting for the analysis of the impact of spatial
externalities on economic convergence, since it corresponds to crescent economic integration between the Euro
Mediterranean countries, marked by acceleration of liberalisation of exchanges and by a widening of market. It
corresponds also, after the reform of structural founds, to the existence of important regional political aiming to
harmonise the potentialities of territories development.

4.1 Definition of weight matrix W:

The concept of weight matrix constitutes a fundamental element in Spatial Econometrics because it permits to model
the interactions between observations. Generally, two principal conceptions are reserved to the determination of the
elements of the weight matrix, respectively founded on the principle of contiguity and on the principle of distance.

4.1.1 The matrix of contiguity

The matrix of contiguity reposes on the sharing of a common frontier between spatial unities. Formally, a contiguity
matrix represents each localisation of spatial system in line and in column. The “spatial weights” (elements of weight
matrix) w; of matrix of contiguity W are then defined by the following expression:

_ |1 if regions iand jare contiguiou s for order 1. [10]
70 else.

Moreover, a same contiguity matrix can represent different arrangements of spatial units: this is the problem of
topological invariance (Cliff et Ord, 1981, p. 21). Then, others weight matrices appear useful.

4.1.2 The matrix of distance

The matrix of distance reposes on the idea that two spatial units know high (respectively low) interaction that the
distance between them is low (respectively high). Cliff and Ord (1973, 1981) are the first ones that used this type of
specification, by combining a function of the reverse of the distance that separates two localisations and the relative
length of their common frontier. However, recently the most current specifications in the empirical studies use
expressions more simple for the spatial weights.

In our work, we carry a simple matrix of distance based on the reverse of the distance that separate spatial units. In this
case the elements of this matrix W, are defined as following:
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w; = %1 ,  Where d; is the distance that separate the centroids of countries i and j. [11]
; i

However, the matrices of weights are standardised in lines for facilitating interpretation of spatial parameters after
estimation. Thus, each line i of matrix of weight W is divided by the sum of elements w;; that compose it and the

resulting spatial weights are:

W= [12]

The standardisation of the matrix of weights permits to compare the spatial parameters issued from different models.
5. Results of estimations

On the base of panel data in the present section, we will proceed stepwise. Firstly, the model without spatial dependence
is considered. Then, we will move forward to considering the issues deriving from spatial autocorrelation.

5.1 Estimation of a-spatial model

We start with estimation of a-spatial model (model [2.2] without the endogenous lag variable). We must note that in
case of the estimation of a model with the method of panel data, the model can be with individual fixed effects (Within
estimator) or with individual random effects (Estimator with GLS). Results of estimation of the equation of
convergence under the two specifications of panel are presented in the table 1:

o For the two models, we observe that the coefficient of Verdoorn (coefficient of output) is positive and statistically
significant which corroborates the presence of the increasing returns to scale. This coefficient is more significant for the
random effects model.

o The coefficient of human capital is also positive, indicating that the level of education facilitates the absorption of
foreign technology and the creation of new innovations. An increase of the level of education in one country with one
unit raises the labour productivity growth by 31.7% in the case of model with fixed effects and by 45.6% in the case of
model with random effects.

o The coefficient of technology gap is not significant in the two specifications.

e We not that the test of fisher is significant at 5% level, indicating the presence of individual effects. To choice
between the two types of specification for individual effects (fixed effects or random effects), we use the test of
Hausman (1978). The decision rule of this test is the following: if the realisation of the statistic is higher than y*(K).
(Note 4) at a%. (Note 5) level we reject the hypothesis null and we privilege the adoption of individual fixed effects and
the Within estimator is unbiased. On the contrary, if the statistic of Hausman is smaller than *(K) at a% level, we
accept the hypothesis null and we privilege the adoption of random individual effects and the use of GLS estimator. In
our case and for a level of tolerance of 5%, we remark that the value of the test of Hausman is law and not significant,
indicating the absence of the correlation between the regional specific effects and the explicative variables of model (the
hypothesis H y: corr(y;, X;) = 0 is not rejected). Thus, the estimators of the model with random effects are convergent
(Mundlak, 1978). (Note 6).

5.2 Tests of spatial dependence

We use Anselin (1988) and Anselin ef al. (1996) tests to detect the presence of spatial dependence. In order to identify
the form of the spatial dependence (spatial error model or spatial lag), the Lagrange Multiplier tests (resp. LMggg and
LM, 46) and their robust version are performed. The decision rule is subject to Anselin and Florax (1995): if LM, ¢
(resp.LMgrg) is more significant than L Mgy (resp. LMy 46) and R-LM, 4 (resp. R-LMggy) is significant whereas R-LMppp
(resp. R-L M, 45) is not, then the most appropriate model is the spatial lag model (resp. the spatial error model).

Results of these tests and the associated p-value are presented in the table 2 using the matrix of contiguity (first column)
and the matrix of distance (second column).

Adopting the decision rule of Anselin and Florax (1995) we can conclude that the spatial model with endogenous
variable is the more appropriate specification for the analysis of the effects of spatial externalities on the regional
growth in the euro Mediterranean countries. These externalities are associated to a substantive phenomenon implying
that the growth of labour productivity in one country affects the growth in neighbouring countries.

In the next paragraph we will present results of estimation of the spatial model with endogenous lag variable. This
specification is conformable to the one in Fingleton (2001) (equation [2.2]).

5.3 Estimation of the empirical specification
Table 3 resumes the results of estimation of equation [2.2] in the case of model with random effects, by the Maximum

Likelihood method with the matrix of distance (first column) and the matrix of distance (second column).
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e We note that in this specification as in the case of a-spatial model, the coefficient of Verdoorn and the coefficient of
human capital are also positives and statistically significant for the matrix of distance as well as for the contiguity
matrix.

¢ In this model, we note that the coefficient of technology gap is negative and significant at 5% level meaning the
absence of a technology catch-up effect in the euro Mediterranean countries. There are many countries possessing law
levels of productivity can’t catch up the Leader country (Germany) which possesses the high level of technology.

e The coefficient of spatial dependence is high and statistically significant (& = 0.831, with the matrix of distance and
@ = 0.673 with the matrix of contiguity). This indicates that when the growth of labour productivity in the neighbours
of a country i increase with one unit, the growth of labour productivity in this country increase with 83.1% when we use
the matrix of distance and increase with 67.3% when we use the matrix of contiguity. This result confirms that the
spatial externalities in the euro Mediterranean countries are associated to a substantive phenomenon implying that the
growth in a country affects the growth in neighbours by the effect of spatial externalities, for example the increase in the
level of human capital in a country influences on the growth of the labour productivity in this country, but also
influences on the growth of labour productivity in the neighbouring countries. Moreover, with the relation of the two
weight matrices used in our empirical validation which based on the contiguity and distance effect, we note that the
spatial dependence decrease with the distance separating countries of our sample. This shows that the technology
diffusion is geographically burned which influences the growth inequality between the north and the south of the euro
Mediterranean countries. Thus, the economic integration doesn’t permit to eliminate barriers of the absorptive capacity
of new technology from the north to the south.

6. Conclusions

In this paper, our aim is to analysis the effects of spatial externalities on the regional growth on the base of the common
hypothesis of new economy geography theory and the endogenous growth theory “increasing returns to scale”. The
integration of these two theories suppose that the increasing returns of scale results from the pecuniary externalities
(representing market interdependence) and the technology externalities (representing hors market interdependence), and
these externalities are geographically burned. To analyse this new approach we have started by the modification the
equation of Verdoor’n Law to obtain an empirical specification incorporating the increasing returns to scale and also the
effect geographic spillovers via the progress of technology. Thus, we suggested that the recent methods of spatial
econometrics constitute powerful tools to endogenously detect the effect of spatial externalities on the regional growth.

In our empirical validation we are based on a panel of an integrated space of the euro Mediterranean countries observed
on the period 1995-2004. Results of estimation of our empirical specification indicate that increasing returns are
significant in determining the level of growth at the regional level. In addition, because of the significant presence of
spatial dependence, the growth of labour productivity in one country could contribute to their neighbours via spatial
externalities. Also, two other explanatory variables (education and technological gap) have proven to be significant, and
their extent is important: the coefficient of education is positive confirming that the level of education facilitates the
absorptive capacity of foreign technology and thus favours the growth of productivity. The coefficient of the
technological gap is negative indicating that there are some countries can’t cutch up the leader country (Germany) in
term of labour productivity.

These results confirm the predictions of new economic geography theory and the endogenous growth theory: first
external effects (pecuniary and technological externalities) constitute as a source of increasing returns to scale implying
that the increase of factor of production leads to a more proportional increase of production. Second these external
effects are geographically burned leading to the concentrations of these factors in space and favour the inequality of
regional growth.

This note is not in favour of a positive impact of politics of regional growth destiny to reduce inequality between the
euro Mediterranean countries. The technology diffusion from the north to the south constitutes a source of the reduction
of these inequalities which in their tour necessitate the investment in the productive resources of the south.
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Notes
Note 1. For a review of the different approaches to the estimation of the Verdoorn’s Law see Leon-Ledesma (2000).
Note 2. For simplicity we drop the subscript i in all subseqent equations.

Note 3. By rearranging equation (5) it can be shown that the spatial error model is equivalent to an extended version of
the spatial lag model that includes both a spatially lagged dependent variable and the set of spatially lagged independent
variables (excluding the constant term). This equivalence only holds if a number of non-linear constraints are satisfied.
The resulting model is known as the ‘spatial Durbin’ or ‘common factor’ model (Anselin, 2001).

Note 4. k is the number of freedom or also the number of exogenous variables.

Note 5. This value is obtained from the table of X2

Note 6. Details on the model with random effects and spatial dependence are presented in the apendex.
Appendix: Random effects model and spatial dependence

The spatial autocorrelation can be incorporated in the random effects model in which the coefficients of regressions are
supposed fixed (Anselin, 1988a ; Case, 1991 ; Baltagi et Li, 2002). In this model we have:

v, =x,f+e, i=1,.....N;t=1,...,T [1]

Where y,, is a vector NT x 1, i denotes the region and t the period, X, is a vector k x1 of observations relative to k

explicative variables and B is a vector k£ x 1of parameters.
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The term of error is supposed to incorporate the unobservable effects due to space (Hsiao, 1986; Baltagi, 1995):

£, =1, +@, =1, N t=1,..,T 2]

M, is a vector N x 1 of regional specific effects. The vector NT x 1 of error terms ¢, with mean null and

variance ng , 1s supposed normal, ¢i ~N (0, o 52 ). The (Iﬁit are supposed independents of effects 4, and
explicative variables of model.
1. The autoregressive spatial model:

A first formulation of spatial dependence is the specification of autoregressive spatial model (c¢f. Florax et Folmer,
1992). If we consider an impalement of T observations relative to each region, the random effects model with spatial
dependence can be written as:

Y=pW'Y+XB+Zu+¢ (3]
Where Z = (] N ® ZT) is a NT x N matrix of regional indicative variables, /ris a vector 7 x 1 of 1 and Iy denotes N

x N identity matrix. The sign ®)is the kronecker product. W' = (Wy ® Ir) where Wy is the N x N. spatial weight
matrix, standardized. O is the spatial autoregressive coefficient.

The matrix of variances in the case of spatial autoregressive model presents the following structure:
Alp.6;.02)=02M ™ (po+67 B () [4]
Where M(p) = ([NT - le), B= ([ v ® T*‘[TZ'T) and Q = (Iyr — B) are respectively the NT x NT operators between and

2
o

within and g2 _ e .
' Tol+o?
u" &
The determinant and the reverse of €2 are respectively:

() =o2|m[|e?| [5]

and  Q'()=0.>M|0-6BM, [6]
2. Spatial model with autocorrelation in errors:

A second formulation of spatial dependence supposes that the errors ¢it are spatially autocorrelated (cf Florax et
Folmer, 1992; Baltagi et Li, 1999):

p=AWg+v [7]
Where A is the coefficient of spatial autocorrelation. It catches the effects of spatial variables omitted in the model.
The vector NT x 1 of errors v;, is supposed normal, v;, ~ N(0, 0'5 ). v are also supposed independents of the effects 1/,
and the explicative variables of model.

In the case of spatial model with autocorrelation in errors, the matrix of variances possesses the following structure:

1.62.02)= o0+ 0,28 +( M (A)M(2) )" -1, (8]
Whete, M(1)=(1,, ~ ) 62 =_I* .
o-,u O-v

The determinant and the reverse of the matrix Q (.) can be written respectively (cf. Anselin, 1988 : 153-154) :

() =07

A A )+ 1) [9]

and  07'()= a;z{(AjVAN Jo (1, -7, )+ [(A‘NAN)’1 +(6;2 1), r ®jr} [10]
where, Ay =1, - AW
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3. Estimation by the maximum likelihood method:

The application of Ordinary Last Square (OLS) or Generalised Least Square (GLS) methods for estimation of models
with spatial dependence leads to biased and not convergent estimators (c¢f. Dubin, 1988; Florax et Folmer, 1992). An
appropriated method of estimation is the maximum likelihood (ML) (Anselin, 1988: 57-59).

The expression of log likelihood with spatial dependence is the following:
L(a,ﬁ, 6,0’ ): Co —glnp(.] —%u'Q" (a,@f,az)u [11]

¢, =—NTn(27)/2.
We deduce the autoregressive spatial model fora =p, j =1, o6’ =¢} and u= M(p)Y— XB—Zu. And the spatial
model with autocorrelation in errors forar = 1,j=2, ¢*=¢2 and u=M(A)\Y - XB - Zu).

The estimation of models with spatial dependence with the likelihood method necessitates a non linear optimisation and
implies numeric calculations as much harder and longer when the number of observations is important. In particular,
one of difficulties in application of the ML resides in calculation of determinant of the matrix of Jacobean. An
alternative proposed by Ord (1975) reposes on proper values of the weight matrix. Then,

S (B 12

i

Iy, _aVVlNT‘:‘IN -aWy

Where the o; design the proper values of the matrix Wy and o = {p, A}. The identity [12] implies that the values of
coefficients of spatial dependence must satisfy the condition: a);n <a< a’r;:m where @, = 1 in the case of weight

matrices normalised. The advantage of this procedure is that we can determine the proper values of these matrices
before the optimisation (since Wy is supposed known). This reduces considerably the numeric calculation of likelihood
of model, at least in the case of small samples.

Table 1. Estimation of a-spatial model

Fixed effects model Random effects model
. -1.245 0.125
bo (0.021) (0.001)
N 0.734 0.817
1 (0.021) (0.001)
~ -0.081 -0.061
bz (0.120) (0.095)
B 0.317 0.456
3 (0.012) (0.001)
Test de Fisher 16.241
(0.000)
0.024
Test de Hausman
(0.094)

Note: N=26, T=10. The values of critical probabilities are in parentheses. Level of significance = 5%.
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Table 2. Tests of spatial dependence in a-spatial model
tests Matrix of distance Matrix of contiguity
LMERR 899.251 752.426
(0.000) (0.000)
1125.524 1005.214
LMLAG
(0.000) (0.000)
3.011 1.256
RLMERR (0.999) (1.000)
1111.452 914.53
RLMLAG (0.000) (0.000)
Note: The values of critical probabilities are in parentheses. Level of significance = 5%.
Table3. Estimation of the empirical specification: equation [2.2]
@ @
A 0.214 -0.025
bO (0.009) (0.008)
~ 0.871 0.868
by (0.001) (0.001)
~ -0.031 -0.015
b, (0.003) (0.005)
~ 0.598 0.631
b 3 (0.001) (0.001)
@ 0.951 0.899
(0.000) (0.000)

Note: N =26, T = 10; Estimation by ML method. The values of critical probabilities are in parentheses. Level of

significance = 5%.
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Abstract

In this paper, we aim at comparing semi-parametric method, LSSVM (Least square support vector machine), with the
classical GARCH(1,1), EGARCH(1,1) and GJR(1,1) models to forecast financial volatilities of three major ASEAN stock
markets. More precisely, the experimental results suggest that using hybrid models, GARCH-LSSVM,
EGARCH-LSSVM and GJR-LSSVM provides improved performances in forecasting the leverage effect volatilities,
especially during the recently global financial market crashes in 2008.

Keywords: Least squared support vector machine, Forecasting Volatility, GARCH, EGARCH, GJR.
1. Introduction

Time series method plays a vital role in financial areas, particularly volatility modeling and forecasting. Most of the
financial researchers and practitioners are mainly concerned with modeling volatility in asset returns. In this context,
volatility is the variability in the asset prices over a particular period of time. It refers to the standard deviation of the
continuously compounded returns of a financial instrument with a specific time horizon. It is often used to quantify the
risk of the instrument over that time period. Investors want a premium for investing in risky assets. A risk manager must
know today the likelihood that his portfolio will decline in the future and he may want to sell it before it becomes too
volatile. Therefore, the ability to forecast financial market volatility is important for portfolio selection and asset
management as well as the pricing of primary and derivative assets. Researches on time varying volatility using the time
series models have been active ever since Engle introduced the ARCH (autoregressive conditional heteroscedasticity)
model in 1982. Since its introduction, the GARCH model generalized by Bollerslev (1986) has been extended in
various directions. Several extensions of the GARCH model aimed at capturing the asymmetry in the response of the
variance to a shock. These extensions recognize that there may be important nonlinearity, asymmetry, and long memory
properties in the volatility process as suggested by various researchers based on empirical evidences. The popular
approaches can be referred to Exponential GARCH model by Nelson (1991) as well as the GJR model by Glosten,
Jaganathan, and Runkle (1993) which both account for the asymmetric relation between stock returns and changes in
variance; see Black (1976) the beginning study of the asymmetric effect; Engle and Ng (1993) for further discussion.
Other models such as APARCH, AGARCH, TGARCH and QGARCH models have also been developed (by Ding,
Granger and Engle (1993); Engle (1990); Zakoian (1994) and Sentana (1995)) for the flexibility of the models.
However, all of the models do require specified distribution of innovations in order to estimate the model specification
and to appropriately forecast future values. One of the most classic one is Gaussian process and it is widely used in most
of literature; but other distributions of innovations are also attracted after the empirical studies of modeling returns have
shown the violation of normality conditions. For example, Student’s t distribution by Bollerslev (1987), GED in Nelson
(1991), Granger and Ding (1995) for the Laplace distribution and Hsieh (1989) for both Student’s t and GED as
distributional alternative models for innovations. The researches have found that returns usually exhibit empirical
regularities including thick tails, volatility clustering, leverage effects (Bollerslev et al,1994).
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Semi-parametric approaches do not require any assumptions on data property (i.e. return distribution). These models
have been successfully shown for modeling and forecasting time series, including volatility. One of them is NN (neural
network) and it is a powerful tool for prediction problems due to their best ability to estimate any function arbitrary with
no priori assumption on data property (Haykin, 1999). Donaldson and Kamstra (1997) proposed neural network to
model volatility based GJR-GARCH; their hybrid approach captured asymmetric effects of new impact well like
parametric model and also generated better forecasting accuracy. Bildirici & Ersin(2009) fitted neural network based on
nine different models of GARCH family such as NN-GARCH, NN-EGARCH, NN-TGARCH, NN-GJR,
NN-SAGARCH, NN-PGARCH, NN-NGARCH, NN-APGARCH, and NN-NPGARCH to forecast Istanbul stock
volatility and most of the hybrid models improved forecasting performance. This indicates that the hybrid model is also
able to capture the stylized characteristics of return. Another efficient (semi-parametric) model is SVM (support vector
machine) originally introduced by Vapnik (1995). The SVM, a novel neural network algorithm, guarantees to obtain
globally optimal solution (Cristianini & Shawe-Taylor, 2000), and hence it solves the problems of multiple local optima
in which the neural network usually get trapped into. Perez-Cruz et al (2003) predicted GARCH(1,1) based volatility by
SVM and the proposed model yielded better predictive capability than the parametric GARCH(1,1) model for all
situation. Chen et al (2008) developed recurrent SVM as a dynamic process to model GARCH(1,1) based volatility. The
experimental results with simulated and real data also showed the model generated better performance than MLE
(maximum likelihood estimation) based GARCH model. More applications of SVM in GARCH prediction based on
different kernels, wavelet and spline wavelet can be referred to Tang et al (2008, 2009).

Another version of SVM is LSSVM (Least squares support vector machine), modified by Suykens et al (1999). The
SVM algorithm requires Epsilon insensitive loss function to obtain convex quadratic programming in feature space,
while LSSVM just uses least square loss function to obtain a set of linear equations (Suykens, 2000) in dual space so that
learning rate is faster and the complexity of calculation in convex programming in SVM is also relaxed. In addition, the
LSSVM avoids the drawback faced by SVM such as trade-off parameters (C, %, ¢ ) selection, instead it requires only
two hyper-parameters (7, 0'2) while training the model. According to Suykens et al (2001), the equality constraints of
LSSVM can act as recurrent neural network and nonlinear optimal control. Due to these nice properties, LSSVM has
been successfully applied for classification and regression problems, including time series forecasting. See Van Gestel
et al (2004) for detailed discussion on classification performance of LSSVM and Ye et al (2004) for predictive
capability of LSSVM in chaotic time series prediction. Van Gestel et al (2001) proposed to predict time varying
volatility of DAX 30 index by applying Bayesian evidence framework to LSSVM. The volatility model is constructed
based on inferred hyperparameters of LSSVM formulation within the evidence framework. The proposed model provided
a better predictive performance than GARCH(1,1) and other AR(10) models in term of MSE and MAE.

In this paper, we aim at comparing the LSSVM method with the classical GARCH(1,1), EGARCH(1,1) and GJR(1,1)
models to forecast financial volatilities of ASEAN stock markets as a new concept to be investigated. The hybrid models
denoted as GARCH-LSSVM, EGARCH-LSSVM, and GJR-LSSVM are constructed by using lagged terms as input and
present term as output which corresponds to the parametric models. The hybrid models are not the same as the volatility
model proposed by Van Gestel et al (2001) but they are similarly built according with the results by Donaldson &
Kamstra (1997) and Bildirici & Ersin(2009) with neural network approach, and Perez-Cruz et al (2003) with SVM
method. In our experiment, we consider two stage forecasts for the whole year 2007 as first period and 2008 as the second
stage which cover global financial crisis period. Several metrics MAD, NMSE, HR, and linear regression R squared are
employed to measure the model performances. The paper is organized as follows. Next section briefly reviews LSSVM
formulation. Section 3 discusses volatility modeling of hybrid models based on GARCH, EGARCH and GJR. Section 4
illustrates the experimental results and the final section is about the conclusion.

2. Least squared support vector machines
In LSSVM formulation, the data are generated by nonlinear function y; = f(x;)+e¢; for i=1,..., N which may be
approximated by another nonlinear function

yi=w g(x;)+b+e;. (1)
The model parameter w is called weight and e, is random noise. Output y; € R can be referred as return of an asset or
volatility, while the input vector x; € R” may consist of lagged returns or lagged volatility. Mapping ¢(-): R" — R"is
nonlinear function that maps the input vector X into a higher dimensional feature space. The weight vector w and
function ¢(-) are never calculated explicitly; instead, Mercer conditioned kernel K(x;,x)= ¢(xi)T #(x) which is
symmetric and positive definite is applied. One defines the optimization problem as

objective function

min J(w,e) =Linwlw+1 N2 2
min J(w,e)=wwe 3yl e )
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subject to the constraints
e, =y, —(We(x)+b) i=1,...,N. 3)

Here the equality constraint is used in LSSVM instead of the inequality constraint in SVM. Lagrangian can be defined to
solve the above minimization problem as

L(w,b,e;ot):J(w,e)—Z:f\il a;(W d(x))+b+e;— )

where ¢, denotes Lagrange multipliers (also called support values). From the Karush-Kuhn-Tucker (KKT) theory, a

system of equations is obtained as the following

oL N

ow w Zl—l 1¢(x1)

oL N

—=0->) L,a;,=0

ob Zl—l i (4)
a—L:0—>ai:yl—ei i=1,...,N

Oe;

a—L:0—>b=yi—wT¢(x,~)—ei, i=1,...,N.

oa,;

1

Note that sparseness is lost from the condition @; = y ¢, . By eliminating w and e, the following linear system is written

0 1y bl [0
[f Q+D/Hﬂ_[y} ®

where y =y, ..., yyl, L, =[1,....1], e=[e,....ey], a=[a,,....,ay],D, =diag([y,....yy]-

as follow

Matrix Q; = ¢(xi)T¢(x_j) =K(x;,x;) for i,j=1,..., N satisfies Mercer’s condition and the LS-SVM model for
estimating function is obtained as

h(x)=w'g(x)+b=D" L aK(x,x)+b. (6)
K(.,.)is the Mercer’s kernel function representing the high-dimensional feature space that nonlinearly mapped from the
input space. In this work, Gaussian kernel or RBF(radial basis function) is used as it tends to give a good performance
under general smoothing assumptions. The kernel is defined as K(x;, x,) = exp(—j"xl - x2||2) . The kernel and
regularized parameters (y, o) are tuned by gridsearch technique to avoid overfiting problem. Matlab toolbox is used
in the whole experiment.
3. Predictive model of volatility
3.1 Model building
Let P be the stock price at time ¢ . Then

¥, =100.log (B, /B.)) @)
denotes the continuously compounded daily returns of the particular stock at time ¢ .

Let F,_,be the past information set available up to time ¢—1; this information set contains the realized values of all

previous relevant variables. The expected return at time ¢ after observing the past information up to 7—1 defined as

ty = Ely [ Fo]=f(F) . ®)
The volatility to investors investing in the particular stock at time 7—1 is denoted as follow
of =Var [y, /[ Fi]1=h(F.) ©)

where f(.)and # (.)are well defined functions with % (.)>0.

Then the return of stock y, can be modelled
Ve =H T & (10)
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and &, =o0,.z, where z, is (iid) independent identically distributed random variables with mean 0 and variance 1. It is
common to assume g, =0 so that square return in (10) is obtained to be the shock squared,
2 _ 2 2.2
Vi =& =0,z . (11)

Here, we aim at estimating volatility (or conditional variance of return) in (9) by kernel regression (called
semi-parametric method) based on parametric models of GARCH, EGARCH and GJR. One particular approach of the
kernel regression is LSSVM(least square support vector machine) presented in the previous section.

LSSVM approximates GARCH(1,1)
ol =w+pol, +ael, (12)
by nonlinear function obtained from the LSSVM algorithm,
of =h (o], 80). (13)
Similarly, the hybrid model estimates EGARCH(1,1)
logo? = w+ flogo?, +a.[ |8H|/0',,1 - E(|6H|/0'H) 1+ye_ /o, (14)

by logo; =h(logol ,[|e,|/or ) —E(e|/o)], &.4/0,) (15)

where inputs 10g0',2_1 , [

5,_1|/ o, —E (|g,_1|/ o,1)], &_/0,, must be obtained before training LSSVM. The
expectation E (|5t_1|/ o,_;) 1s estimated by its corresponding average (or mean) value so that specified distribution on

innovation (or return in this case) is not required.
Finally, the GIR-LSSVM obtains GJR(1,1)

ol =w+ pol, vael, +r.S & (16)
as  o; =h (o0, &80, Sast) 17
where S, =1if &,_, <0 and 0 otherwise. So S, &7, is the squared value of negative shock at 7—1.

Here 6',2 = %ZLO ytz,k suggested by Perez-Cruz (2003), and the function /% (.)is obtained by LSSVM algorithm in
(6).

3.2 Forecasting

Out of sample forecasts by the hybrid models are obtained as follow:

ol =h(c?,e}) for GARCH-LSSVM from (13),

o2, =expl h(loga? [|e|/o,— E(e|/ o)1, & /0,)) for EGARCH-LSSVM from (15) and
ol =h(c?, &}, S &?) for GIR-LSSVM from (17).

4. Experimental Analysis

We examine three stock price indexes from three major ASEAN stock markets including Straits time index of
Singapore stock market, PSEI of the Philippines and KLCI of Kula Lumpur stock market. Each stock index price is
collected from Yahoo Finance website and is transformed into log return as in (7) before making analysis. Table 1 reports
the in-sample and out-of-sample periods of each market for two stages, basic statistics of the data and diagnostics. From
the Table 1, we see that mean of all returns is close to zero. Two indexes KLCI and PSEI have positive skewed returns
while STI produce negative skewed coefficient. The excess kurtosis appears in all series and the largest is from KLCI
(54.152). The Jarque Bera statistics strongly suggest that all returns are non normal. Ljung Box test for squared return at
lag 20 and Engle LM test significantly indicate all return series exhibit ARCH effects; that means the homoscedasticity
hypothesis is strongly rejected. This shows the presence of volatility clustering and the leverage effects that could be
caused by the excess kurtosis. Figure 1 plots price and log return of each index series for the entire sample. Though
movement of the index prices of the three markets is almost in similar direction, the returns behave differently. From
the plots, we can see some high volatility on log return series after financial crisis in ASEAN in 1997 and during the
recent crisis of global market crashes; this is obviously seen that the plots of each stock price fall down sharply during
2008.
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4.1 Estimation results

Three parametric models GARCH, EGARCH and GJR are fitted to all return series by (12), (14) and (16) respectively.
Each model is estimated twice for each market return as first stage and second stage estimations with updating
in-sample.

Table 2.A, 2.B, and 2.C present the model parameters and their corresponding standard errors in brackets. The
stationary conditions of the models hold for all series. Furthermore, significance of negative leverage coefficients in
EGARCH and positive leverage coefficients of the corresponding GJR indicate the presence of asymmetric effects to
the returns for both stages which may be caused by global financial crisis. By log likelihood, AIC and BIC criteria in
Table 2.A and 2.C, GJR model is more adequate to the both stage estimations of STI and PSEI returns. For the KLCI
return in Table 2.B, the GJR model fits well to the in-sample data at the first stage but the second stage estimation data
is favour to EGARCH model according to the log likelihood, AIC and BIC.

Now we proceed to estimation results obtained from training the least square support vector machine. First, return series
from all indexes are transformed into input and output format and then get them trained by LSSVM algorithm in (6) so
as to get the estimated nonlinear function in (13) for GARCH hybrid, (15) for EGARCH case and (17) for GJR model.
The training results are summarized in Table 3.A and 3.B for first and second stages respectively. Each second column
of the table 3.A and 3.B shows the costs of training measured by the mean square errors. The third and fourth columns
display the optimal regularized parameters and optimal kernel parameters obtained by gridsearch technique while
training. The last column tells the bias term of resulted function obtained by the LSSVM.

From the first stage of the cost column in STI index, smallest cost falls to GARCH-LSSVM and the largest value goes
to EGARCH-LSSVM. For KLCI series, GJR-LSSVM generates the least cost and the largest cost is from
GARCH-LSSVM, but these errors are not far from one another. Finally, PSEI series produces the smallest error to
EGARCH-LSSVM and the error is a bit far from the errors driven by GARCH-LSSVM and GJR-LSSVM.

In the second stage, training mean square error for STI and PSEI are analogue to the mean square errors for STI and
PSEI in the first stage respectively; that is the STI is in favour with GARCH-LSSVM and PSEI produces the smallest
cost while getting trained by EGARCH-LSSVM. For Kula Lumpur stock market, GARCH-LSSVM gives the smallest
cost, but EGARCH-LSSVM still produces the highest value of cost like before. In the next section, these hybrid models
will be performed to forecast volatility of the three markets and also be compared with the parametric approaches
estimated in the previous section.

4.2 Forecasting results

The following Evaluation metrics are used to measure the performance of proposed models in forecasting of the three
different stock markets volatilities. They are Mean Absolute Deviation (MAD), Normalized Mean Square Error(NMSE)
and Hit Rate (HR) which defined as the following:

1 n' n' n
MAD :72| a,-p,|, NMSE:%Z(@ - p,)? where s’ :ﬁz‘,(% -a,)”.
=1 S = 1=l

1 &
HR :72123 where d, =

t=1

1 (a,—a,_)p,—p1)>0
0 otherwise

Here a, = y; actual values and p, = &/ forecasted volatility. Here n"=n'—1.

We also use linear regression to evaluate the forecasting performance of the volatility model. We simply regress square

returns on a constant and the forecasted volatility for out-of-sample time point, =1,2,...,n", y =c, +¢, 67 +e,. The

t-statistic of the coefficients is a measure of the bias and the square correlation R’ is a measure of forecasting
performance. In this regression, the constant term ¢, should be close to zero and the slope ¢, should close to 1. Table

4.A and 4.B illustrate forecasting performances by different models for each market. The MAD, NMSE, HR and R
squared with c0 and c1 are shown in the second to seventh columns.

First stage for 2007 :

Beginning with STI series, the hybrid approaches perform better than parametric models for almost all metrics: MAD,
NMSE, HR, and R squared. Only R squared criterion is in favour to EGARCH model that generates the highest value.
Among all the models, EGARCH-LSSVM is best at a predictive performance because it provides highest HR (0.8273),
smallest values of MAD and NMSE and it also satisfies to (cO and cl) values which are not far from (0 and 1)
respectively. Now by considering Kula Lumpur market, based on MAD and NMSE, the hybrid models are much better
but in term of HR and R squared some semi-parametric models especially EGARCH-LSSVM is unable to defeat its
counterpart, EGARCH. The KLCI return is well modelled by EGARCH like STI case since it generates least NMSE,
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highest R squared and HR among the others. Looking at c0 and c1 criteria, the hybrid models are more satisfied than the
parametric approaches. For PSEI, the semi-parametric models are superior to the parametric models for all cases.

Second stage for 2008:

The STI return series is well forecasted by EGARCH model like its previous performance in the first stage forecast due
to the highest values of HR and R squared, which can be seen from the Table 4.B. For the other formed GARCH and
GJR, LSSVM is better than the parametric models. From the Table 4.B, the values of cO and c1 of EGARCH model
(with values -3.72, 2.25), though generated best performance, deviate far from the appropriate norm (0, 1) respectively
due to the global financial market crashes. However, EGARCH-LSSVM and other LSSVMs are more resistant in
forecasting performance to the crashes since their c0 and c1 are not much far from 0 and 1 respectively. For KLCI and
PSEI, hybrid approaches beat all parametric models for all criteria and EGARCH-LSSVM is superior among the others.
These evidences can argue that LSSVM is more robust than the parametric models in forecasting volatility in spite of
the high volatile situation during the global financial market crashes. Figures 2, 3, & 4 plot the out of sample forecasts
by parametric models of GARCH, EGARCH and GJR and the corresponding hybrid models for STI, KL.CI and PSEI
respectively. From the plots, the forecast lines by hybrid models capture more extreme points than the parametric
models do and therefore they improve forecasting performance. Noticeably, the LSSVM algorithm here has not been
imposed the sparsity and robustness conditions proposed by Suyken et al (2002).

5. Conclusion

In this paper, we combine Least square support vector machine (LSSVM) with GARCH(1,1), EGARCH(1,1) and
GJR(1,1) models as a hybrid approach to forecast leverage effect volatility of ASEAN stock markets. To check the
performance of the proposed models, we employ the corresponding parametric models to compare with the hybrid
models. The forecasts are conducted twice in which the whole year 2007 is treated as the first stage and the second
stage is for 2008 including the recent global financial crisis period. From the experimental results, it is found that the
hybrid models are resistant and robust to the high volatile situation of the financial market crashes and hence they
generate improved forecasting performance. This supports the general idea that LSSVM is the promising machine
learning system which is good at estimating nonlinear function without assumptions on data property in time series
applications.
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Table 1. Descriptive statistics of each return series

STI KLCI PSEI
In-sample (1% stage) 1/2/1998 - 12/29/2006 1/2/1998 - 12/29/2006 1/2/1998 - 12/29/2006
Out of sample(1* stage) 1/3/2007 - 12/31/2007 1/3/2007 - 12/31/2007 1/2/2007 - 12/28/2007
In-sample (2™ stage) 1/4/1999 - 12/31/2007 1/4/1999 - 12/31/2007 1/4/1999 - 12/28/2007
Out of sample(2™ stage) 1/2/2008 - 12/31/2008 1/2/2008 - 12/31/2008 1/2/2008 - 12/24/2008
Total sample size 2756 2709 2715
Minimum -9.215 -24.15 -13.08
Maximum 12.87 20.81 16.177
Mean 0.005 0.015 -0.0003
Median 0.022 0.022 -0.013
Variance 2.219 2.395 2.573
Stdev 1.489 1.547 1.604
Skewness -0.060 0.555 0.456
Kurtosis 7.1018 54.152 11.503
JB* 5805 331658 15091
Q20)° 1443.1 1426.1 227
ARCH-LM® 372.30 777.28 95.02

Note:

*JB is the Jarque Bera test for normality
°Q?(20) is the Ljung-Box test for squared returns
‘ARCH-LM is the Engle’s Lagrange Multiplier test for conditional heteroskedasticity with 12 lags

Table 2.A. MLE estimation of the Parametric models for Straits times index

STI First stage Second stage
Statistics GARCH EGARCH GJR GARCH EGARCH GJR
)2 0.066[0.01]* 0.079[0.02]* 0.044[0.02]** 0.071[0.01]* 0.105[0.02]** 0.052[0.02]*
(2] 0.016[0.00]* 0.064[0.00]* 0.016[0.00]* 0.016[0.00]* 0.048[0.00]* 0.017[0.00]*
(2 0.123[0.00]* 0.416[0.02]** 0.076[0.01]* 0.109[0.00]* 0.349[0.03]* 0.073[0.01]*
ﬁ 0.876[0.00]* 0.915[0.00]* 0.880[0.00]* 0.886[0.00]* 0.918[0.01]* 0.886[0.00]*
y4 -0.067[0.01]* 0.082[0.01]* -0.051[0.01]* 0.070[0.01]*
LL -3550 -3589 -3.538 -3406 -3427 -3397
AIC 7109 7189 7.087 6820 6864 6305
BIC 7132 7218 7.116 6843 6893 6833
Note: Values in bracket [ ] indicates standard error of estimates; LL denotes Log likelihood values.

*  significant at the 1% level , ** significant at 5% level.

Table 2.B. MLE estimation of the Parametric models

KLCI First stage Second stage
Statistics GARCH EGARCH GJR GARCH EGARCH GJR
)2 0.043[0.01]* 0.011[0.02] 0.032[0.01] 0.052[0.01]* 0.041[0.01]* 0.041[0.017*
(2] 0.010[0.00]* 0.074[0.00]* 0.010[0.00]* 0.008[0.00]* 0.006[0.00]* 0.009[0.00]*
(2 0.124[0.00]* 0.535[0.00]** 0.090[0.00]* 0.105[0.00]* 0.249[0.01]* 0.080[0.00]*
ﬁ 0.875[0.00]* 0.921[0.00]* 0.876[0.00]* 0.893[0.00]* 0.977[0.00]* 0.888[0.00]*
y4 -0.013[0.01]* 0.065[0.01]* -0.045[0.00]* 0.059[0.017*
LL -3148 -3191 -3140 -2862 -2842 -2855
AIC 6305 6392 6291 5733 5694 5720
BIC 6327 6421 6319 5756 5722 5749
Note: Values in bracket [ ] indicates standard error of estimates; LL denotes Log likelihood values.

* significant at the 1% level , ** significant at 5% level.
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Table 2.C. MLE estimation of the Parametric models
PSEI First stage Second stage
Statistics GARCH EGARCH GJR GARCH EGARCH GJR
M 0.017[0.02] 0.018[0.02] 0.003[0.02] 0.030[0.02] 0.029[0.02] 0.018[0.02]
(4] 0.125[0.01]* 0.038[0.00]* 0.094[0.01]* 0.214[0.03]* 0.050[0.00]* 0.212[0.03]*
a 0.130[0.00]* 0.217[0.00]* 0.074[0.00]* 0.125[0.02]* 0.204[0.00]** 0.067[0.00]*
ﬂ 0.821[0.01]* 0.964[0.00]* 0.853[0.00]* 0.769[0.01]* 0.936[0.01]* 0.782[0.02]*
y4 -0.036[0.00]* 0.073[0.01]* -0.040[0.00]* 0.086[0.01]*
LL* -3873 -3870 -3866 -3764 -3760 -3757
AIC 7755 7751 7743 7537 7530 7525
BIC 7778 7780 7771 7560 7559 7.553
Q*0)
Note: Values in bracket [ ] indicates standard error of estimates; LL denotes Log likelihood values.
*  significant at the 1% level , ** significant at 5% level.
Table 3.A. Training results by LSSVM for 1* stage
STI Cost (MSE)* Optimal Gamma** Optimal Sigma2** b***
GARCH-LSSVM 0.2744 1089.0387 4.7055891 7.1706
EGARCH-LSSVM 0.5879 82.465645 1302.1078 4.8840
GJR-LSSVM 0.2904 4515.4671 79.336258 23.9096
KLCI
GARCH-LSSVM 0.7295 2220.5867 40.007163 7.0168
EGARCH-LSSVM 0.7528 164.14558 1671.9517 4.0787
GJR-LSSVM 0.7002 3735.476 556.81488 12.7939
PSEI
GARCH-LSSVM 0.5201 199.5209 599.4858 6.6127
EGARCH-LSSVM 0.2476 39.5453 11.5295 -0.0515
GJR-LSSVM 0.5571 170.6817 513.466 6.4879
*Cost of estimation by MSE measure.
** Optimal parameters (Gamma and Sigma2) selected by gridsearch technique.
*** b is the intercept value of the function estimated by LSSVM.
Table 3.B. Training results by LSSVM for 2* stage
STI Cost (MSE)* Optimal Gamma** Optimal Sigma2** b***
GARCH-LSSVM 0.3687 913.3114 1129.7975 -5.9924
EGARCH-LSSVM 0.4471 67.14207 1595.4792 4.6035
GJR-LSSVM 0.4119 1058.6892 1505.9648 -8.9199
KLCI
GARCH-LSSVM 0.1524 884.44825 1783.175 -4.9433
EGARCH-LSSVM 0.5327 81.229819 1362.0289 3.8441
GJR-LSSVM 0.1898 1097.5405 1726.0707 1.1409
PSEI
GARCH-LSSVM 1.6928 53.014923 1372.0333 3.6325
EGARCH-LSSVM 0.2825 7966.3458 203.42274 -16.0069
GJR-LSSVM 1.8074 57.086861 1591.2148 3.0683
*Cost of estimation by MSE measure.
** Optimal parameters (Gamma and Sigma2) selected by gridsearch technique.
*** ] is the intercept value of the function estimated by LSSVM.
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Table 4.A. Forecast performances of ASEAN stock volatilities by different models for 2007

STI MAD NMSE [ 4 R? HR
GARCH 1.78136 0.74299 -0.81[-2.41] 1.35[09.60] 0.2710 0.76305
GARCH-LSSVM 1.66240 0.72658 -0.04[-0.15] 1.01[09.51] 0.2676 0.79919
EGARCH 1.61913 0.59971 -1.85[-6.52] 1.80[15.66] 0.4970 0.78714
EGARCH-LSSVM 1.51584 0.60361 -0.56[-2.32] 1.44[13.80] 0.4347 0.82730
GJR 1.77206 0.73001 -0.82[-2.50] 1.35[09.94] 0.2850 0.73493
GJR-LSSVM 1.63353 0.62262 -0.42[-1.66] 1.21[12.44] 0.3843 0.78714
KLCI MAD NMSE C q R? HR
GARCH 1.05754 0.69884 -0.39[-2.03] 1.26[10.54] 0.3100 0.70161
GARCH-LSSVM 0.91449 0.50993 -0.15[-1.11] 1.06[15.36] 0.4887 0.79435
EGARCH 1.00633 0.46063 -0.91[-6.34] 1.36[19.31] 0.6020 0.83467
EGARCH-LSSVM 0.83636 0.49243 -0.27[-2.03] 1.34[17.05] 0.5407 0.81451
GJR 1.06043 0.66277 -0.33[-1.87] 1.19[11.34] 0.3430 0.73387
GJR-LSSVM 0.96051 0.56356 -0.05[-0.37] 1.00[13.71] 0.4323 0.68548
PSEI MAD NMSE C, C R? HR
GARCH 2.67548 1.01961 -2.61[-4.16] 1.97[11.42] 0.3490 0.74590
GARCH-LSSVM 2.47743 0.58031 -0.74[-1.61] 1.27[13.69] 0.4355 0.79508
EGARCH 2.63377 1.03119 -3.38[-4.39] 2.33[09.70] 0.2790 0.74590
EGARCH-LSSVM 2.36726 0.60253 -0.70[-1.52] 1.40[13.54] 0.4303 0.77868
GJR 2.63297 1.03151 -2.47[-3.82] 1.90[10.73] 0.3220 0.71721
GJR-LSSVM 2.49653 0.60887 -0.58[-1.22] 1.22[12.72] 0.3999 0.78688
Note: higher R squared and HR is preferred, while smaller values of MAD and NMSE indicate the forecasted volatility is closer to the actual
values. The coefficients of cO and c1 should be close to (0, 1) respectively showing small forecasting errors.

Table 4.B. Forecast performances of ASEAN stock volatilities by different models for 2008

STI MAD NMSE C, c R? HR

GARCH 4.40025 0.69094 -1.08[-1.34] 1.22[10.51] 03142 0.73140
GARCH-LSSVM 3.63287 0.51329 -1.42[-2.34] 1.45[16.72] 0.5371 0.76446
EGARCH 3.72500 0.60189 -3.72[-5.72] 2.25[18.38] 0.5839 0.78099
EGARCH-LSSVM 3.63715 0.58018 -1.32[-2.08] 1.62[15.47] 0.4985 0.77685
GIR 4.46939 0.66002 -1.05[-1.35] 1.14[11.16] 0.3407 0.72727
GJR-LSSVM 3.65591 052521 -1.37[-221] 1.43[16.20] 05213 0.77272
KLCI MAD NMSE C, C R? HR

GARCH 2.05590 0.81824 -1.38[-2.45] 1.65[8.01] 0.2079 0.71951
GARCH-LSSVM 1.72023 0.77390 -0.35[-0.77] 1.28[8.59] 0.2316 0.78861
EGARCH 1.90105 0.78319 2.05[9.89] -1.98[-3.69] 0.2857 0.78455
EGARCH-LSSVM 1.62305 0.66531 -0.75[-1.89] 1.64[12.56] 03918 0.80081
GIR 2.14153 0.78378 1.42[8.60] -1.21[-2.30] 02323 0.73170
GIR-LSSVM 1.69754 0.74259 -0.57[-1.27] 1.39[9.60] 02735 0.78455
PSEI MAD NMSE C, c R? HR

GARCH 3.89602 0.72265 -4.17[-4.66] 2.55[13.90] 0.4421 0.72244
GARCH-LSSVM 3.79703 0.58720 -1.26[-1.66] 1.37[13.89] 0.4417 0.78775
EGARCH 407293 0.79128 -6.55[-6.10] 3.31[13.04] 0.4107 0.76326
EGARCH-LSSVM 3.43509 0.53528 -2.32[-3.51] 1.84[18.64] 0.5875 0.75102
GJR 3.89767 0.68178 -3.95[-4.69] 2.35[14.84] 0.4744 0.72653
GJR-LSSVM 3.86604 0.73799 -0.19[-0.21] 1.14[9.29] 02613 0.78775

Note: higher R squared and HR is preferred, while smaller values of MAD and NMSE indicate the forecasted volatility is closer to the actual
values. The coefficients of c0 and c1 should be close to (0, 1) respectively showing small forecasting errors.
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Figure 1. Plots of Prices and log returns of each market index
Plots of each index price (left) and log return (right) for the whole sample. From the left sides, we can see that all index
prices movement are almost similar direction but the returns behave differently. The price series of each market falls
down sharply at the last period due to global financial crisis. The log return plots exhibit high breaks at 1998 (after
ASEAN financial crisis 1997) and in 2008 (the recent financial market crashes).
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Figure 2. Volatility Forecasts of Singapore Stock Market (STI).

Note: Plots in left part are referred to the First stage forecast in 2007 (before crisis) and plots in the right side are
referred to the second stage forecast for whole 2008 (during financial crisis). Small dot line is forecasted by parametric
models (GARCH, EGARCH and GJR) while dash line is obtained by hybrid approaches.
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Figure 3. Volatility Forecasts of Kula Lumpur Stock Market (KLCI).

models (GARCH, EGARCH and GJR) while dash line is obtained by hybrid approaches.
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Figure 4. Volatility Forecasts of the Philippines stock market (PSEI).

Note: Plots in left part are referred to the First stage forecast in 2007 (before crisis) and plots in the right side are
referred to the second stage forecast for whole 2008 (during financial crisis). Small dot line is forecasted by parametric
models (GARCH, EGARCH and GJR) while dash line is obtained by hybrid approaches.
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Abstract

This study employed social exchange theory to examine the connection between one of the elements of teaching
strategies, that is, lecturers’ organizational citizenship behavior (OCB) and students’ academic achievement. Student
needs for achievement was used as moderator. Analysis was conducted on a survey data of 196 students in one of the
local public institutions of higher learning. The results revealed that OCB dimension of altruism and courtesy were
significantly related to students’ academic achievement. In addition, conscientiousness positively predicted students’
academic achievement among students with high needs for achievement. These findings indicate that, in order to
enhance motivation and learning among students, altruism, courtesy and conscientiousness are some of the important
behaviors among lecturers. Interpretations of results, implications and future research are discussed.

Keywords: Organizational citizenship behavior, Academic achievement, Student, Needs for achievement
1. Introduction

Employees’ behaviors that go beyond formal duties and responsibilities such as assisting co-workers or superiors,
willingness to compromise inconvenience at workplace, complying with organisational rules, policies and procedures
and actively involved in the organisational development can contribute to organizational success (Katz & Kahn, 1978).
Because OCB is believed to contribute to organizational, team and individual performance, studies have attempted to
investigate the subordinate characteristics, task characteristics, organizational characteristics and leadership behaviors
as antecedents of OCB which lead to a basic understanding of the causes of OCB. Although it is important to
understand antecedents of OCB, most prior researches have not adequately assessed the effects of OCB. According to
Podsakoff & MacKenzie (1994) and Walz & Niehoff (1996), not much research has concentrated on the effects of OCB
on individual, group and organisational performance.

Despite an expanding of OCB literature, there is a gap in the empirical study on the relationship between OCB and its
possible outcomes. Bolino (1999) states, “...in contrast to the numerous studies exploring the antecedents of OCB, there
is a paucity of research examining the outcomes of citizenship behaviours in organisations.” Specifically, only a limited
study (e.g. Dipaola & Hoy, 2005; Allison et al., 2001) have been conducted that examine the relationships between
OCB and student academic achievement. Hence, this study is attempted to determine the relationship between lecturers’
OCB and student academic achievement. Additionally, this study will also investigate the role of students’ needs
achievement as a moderator of the relationship between lecturers’ OCB and students’ academic achievement.

2. Review of Literature

OCB has been defined as, “individual behaviour that is discretionary, not directly or explicitly recognised by the formal
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reward system, and that in the aggregate promotes the effective functioning of the organisation” (Organ, 1988, p.4).
According to Organ (1988), the word discretionary, means that the behaviour is not part of employee’s job description.
Moorman and Blakely (1995) state that a good citizen is an employee who offers support to the organisation, even when
such support is not verbally demanded.

High performance organizations rely on employees who go beyond their formal job duties to carry out their task
successfully. In universities, teaching is a challenging and complex task due to continuous interaction with students for
the purpose of imparting knowledge and development of related skills and abilities. The expanding roles of lecturers
cannot be sufficiently prescribed in lecturers’ job descriptions (Dipaola & Hoy, 2005; Mazen, Herman & Ornstein,
2008). OCB should be considered as an important element of lecturers’ performance. The extent to which lecturers are
willing to engage in discretionary behaviours such as OCB may greatly influenced the learning outcomes of students.
The willingness of lecturers to exert greater efforts through altruism (e.g. helping students to understand a difficult
subject matter), courtesy (e.g. give advance notice to students for postponement of classes), civic virtue (e.g. voluntarily
attending students activities), conscientiousness (e.g. efficient use of time allocated for lectures and tutorials) and
sportsmanship (e.g. avoid complaining when dealing with wayward students) can be expected to improve students’
academic achievement. A study by Yilmaz and Tasdan (2009) indicate that educators had positive perceptions regarding
organizational citizenship.

Studies in OCB have generally adopted the social exchange theory as the theoretical underpinning. The social exchange
theory proposes the giving and receiving of material or intangible resources on the expectation of some return in future
(Blau, 1964). In general, research findings suggest that positive and beneficial actions directed at employees by an
organisation and/or its representatives contribute to the establishment of high-quality exchange relationships (Konovsky
& Pugh, 1994). The citizenship behaviours by lecturer’s will make the recipient of the benefits (students) to feel morally
obligated to repay the lecturer in beneficial ways by exerting greater efforts to attain higher academic achievement.
Lecturers may support the students’ learning by exhibiting a strong determination in the teaching activities, providing
personal attention to the students, coaching of the students’ career, or being available if needed. It is possible that
recipients of positive actions from the lecturers may seek to reciprocate in beneficial ways by not only viewing OCB as
an acceptable commodity for exchange (Settoon, Bennett, & Liden, 1996) but also demonstrating a strong
determination to succeed in their study. To date there is only one research conducted to investigate the relationship
between educators’ level of OCB and students’ academic achievement. A study by DiPaola and Hoy (2005) found a
significant relationship between OCB and student achievement on standardized tests among a group of high school
students in USA.

Originally formulated by Murray in 1938, the concept of achievement motive has been refined and extended over the
years (Matheiu, 1990). In this study, students’ needs for achievement can be argued to moderate the relationship
between lecturers’ OCB and students’ academic achievement. Students with high level of need for achievement may
have a strong desire to attain and maintain a high academic accomplishment compared to students with low needs for
achievement. Therefore, the extent to which OCB affects academic achievement may vary depending upon a student’s
needs for achievement. The extent to which lecturers exhibit OCB in facilitating students’ learning should be most
rewarding to students with higher needs for achievement. Conversely, students with lower needs for achievement may
not be driven to attain high academic achievement even with continuous support from the lecturers. Therefore, it can be
argued that the positive relationship between lecturers OCBs and academic performance is weaker for students who
have lower needs for achievement compared to those who have higher level of needs for achievement.

3. Methodology

The subjects for this study include undergraduate students enrolled in courses in the Faculty of Business Management in
one of the local public Universities in Malaysia. The study used self-administered questionnaires to capture information
relating to the study topic. Questionnaires were administered to 500 students — 219 of the surveys were completed at a
response rate of 44 percent. After eliminating a total of 23 survey results due to incomplete information, the resulting
sample consisted of 196. The sample consisted of 120 female (61 percent) and 76 male (39 percent). The mean age of
the subjects was 20.23 years (SD=1.54). With regards to the sampling method, the method of random quotas was used.
In considering the randomness of the data the quotas of the sample were constructed according to the gender of the
student.

The independent variable of the present study is OCB. OCB and its five dimensions were assessed from scales
developed by Podsakoff and MacKenzie (1994). Overall, there were 17 items measuring OCB. The wording of the
items was modified to accommodate the context of the present study. Each dimension of OCB was scored by obtaining
the average rating of its component items. The scales have been found to have sufficient levels of reliability and validity
(Podsakoff & MacKenzie, 1994). Students were asked to rate the overall level of OCB among their lecturers. Students’
academic performance, that is, GPA is the dependent variable of this study. GPA was measured through a single
question: “On a 4.0 scale, what is your cumulative GPA?”. Students’ needs for achievement is the moderator variable.
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This variable was measured using a 7-item scale from Steers and Braunstein’s (1976) Manifest Needs Questionnaire
(MNQ). Sample items are: “I take moderate risks and stick my neck out to get ahead on my assignments” and “I enjoy
working hard as much as relaxation”. The coefficient alpha for this 7 items scale as reported by Mathieu (1990) was .70.
Except for the academic achievement, which was measured as a ratio-scale, all items were rated on five-point Likert
scales ranging from strongly disagree (1) to strongly agree (5).

Bivariate correlation was used to test the relationship between OCB dimensions, needs for achievement and students’
academic achievement. Correlation coefficient reveals the magnitude and direction of relationships. The magnitude is
the degree to which variables move in unison or in opposition (Sekaran, 2000). Hierarchical multiple regression was
utilized to test the main effect of each OCB dimensions on students’ academic achievement and the interaction terms
between OCB dimensions and students’ needs for achievement. Aiken & West (1991), Cohen & Cohen (1983) and
Stone-Romero & Hollenbeck (1984) recommended the use of hierarchical multiple regression in research concerned
with the detection of moderating effects. Baron and Kenny (1986) suggested that a moderator effect is most
appropriately tested with multiple regression. The general procedure for testing moderating effects was to enter the sets
of predictors into the regression equation in the following order. At step 1, the main effects of the OCB dimensions were
entered. At step 2, the moderator variable of needs for achievement was entered into the equation. The two-way
interaction terms obtained by multiplying the moderator variable by the independent variables were added at step 3
(Zhang & Leung, 2002). All the variables were mean-centered to minimise the threat of multicollinearity in equation
when interaction terms were included (Aiken & West, 1991).

Although regression analysis with tests for anticipated interactions are appropriate for assessing the moderating effect,
split regression is useful to illustrate the effect. Significant interactions were further analysed via sub-grouping analysis,
in which participants were split into appropriate groups on the basis of hypothesised moderator variable (Sharma,
Durand & Gur-Arie, 1981). In this study, the moderator variables of students’ needs achievement are split at the median
into 2 groups (lower needs for achievement and higher needs for achievement). After sub-grouping the respondents,
regression analysis was used to investigate the relationship between the predictor variable and the criterion variable for
each subgroup and then the differences between the regression coefficients are compared (Arnold, 1982; Sharma et al.,
1981). A moderator exists if participants in one subgroup have significantly higher regression coefficient between the
predictor and the criterion than those in other groups (Weiner, Muczyk & Martin, 1992).

4. Results and discussions

The Cronbach-alpha for each variable is presented in Table 1. Internal consistency of the scales can be gauged through
these coefficients. The Cronbach-alpha range from .73 to .86, which suggested the specified indicators are sufficient for
use (Nunnally, 1978). No alpha coefficient existed for the academic achievement variable because it consisted only one
item.

The descriptive statistics and the intercorrelations of the variables are shown in Table 2. All variables were tapped on a
five-point scale except for students’ academic achievement, which was measured as a ratio-scale. It can be seen that the
mean of student academic achievement is 2.97, which is rather high. The data in Table 2 indicate that the use of OCB
among lecturers was relatively high, with the mean of all OCB dimensions exceeding the scale midpoint of 3.

<<INSERT TABLE 1>>

The correlation analysis was done to explain the relationship between all variables in the study. Pearson correlation was
used to examine the correlation coefficient among the variables. As can be seen from Table 2, the measure of student’s
academic achievement is significantly correlated with all the five dimensions of OCB. More importantly, each of these
variables is significantly correlated with the five dimensions of OCB. The strength of the relationship ranges from .20
to .35. Student’s academic achievement correlated significantly and positively with altruism (r=.35, p<.01), civic virtue
(r=.20, p<.01), conscientiousness (r=.21, p<.01), sportsmanship (r=.21, p<.01) and courtesy (r=.28, p<.01). The positive
relationship indicates that high OCB levels among lecturers were more likely to result in high academic achievement
among students. Additionally, student’s academic achievement was also correlated significantly and positively with the
moderator variable, that is, student’s needs achievement. The intercorrelations were also inspected for multicollinearity.
The majority of the correlation coefficients were below .70. Therefore, variable redundancy did not appear to be of
concern (Nunnally, 1978).

<<INSERT TABLE 2>>

The hierarchical multiple regression analysis was carried out to test the lecturer’s OCBs and students’ academic
achievement and academic performance for students. First, the main effects of the five dimensions of OCB were entered.
Next, in step 2, the moderator variable of student’s needs achievement was entered into the model. Finally, five
two-way interactions, that is, between each dimension of OCB and needs achievement, were entered. Results of these
regression procedures are shown in Table 3. The set of main effect of OCB dimensions entered at step 1 accounted for
approximately 15% of the variance in student academic achievement. However, only altruism (3=.38, t=3.25, p=.00)
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and courtesy (8=.30, t=2.98, p=.00) were significantly and positively related to student academic achievement.
Sportsmanship (8=.02, t=.13, p=.90), conscientiousness ($=.04, t=.26, p=.79) and civic virtue (=.12, t=.93, p=.35) were
not significantly related to student academic achievement.

The moderator variable entered at step 2 accounted only 1% of the variance in student’s academic achievement (3=.05,
t=.50, p=.62). At step 3, when the two-way interactions were entered, an increase in R2 was observed and one of the
interactions was significant. This interaction is between conscientiousness student’s needs for achievement (3=4.79,
t=2.30, p=.02). Based on the standardized beta weights, conscientiousness explained the student’s academic
achievement for students with higher level of needs for achievement (8=.24, t=2.02, p=.04) than students with lower
needs for achievement (3=.03, t=.28, p=.78).

The present study found that altruism was related significantly to students’ needs for achievement, which is generally
consistent to a previous study by DiPaola and Hoy (2005). Specifically, results as presented in Table 3, indicated that
among the five OCB dimensions, only lecturers’ altruism and courtesy were significant predictors for students’
academic achievement.

<<INSERT TABLE 3>>

This finding is consistent to the theory of social exchange. The lack of relationships among the other dimensions of
OCB deserves some comments. Perhaps, sportsmanship, conscientiousness and civic virtue were not related to students’
academic achievement, at least in this particular context. Lecturers could be high on these OCB dimensions, but these
behaviors might not translate into any effect on the students’ academic achievement. Second, the bivariate analysis
showed a weak relationship between these dimensions and students’ academic achievement. This relationship may not
be strong enough to hold up in the multivariate analysis. Another plausible explanation is that the mean of
sportsmanship, conscientiousness and civic virtue were not sufficiently high for the effect to be apparent in the
regression analysis, as compared to altruism and courtesy. Certainly, further research need to confirm these findings.

In terms of offering an explanation for findings pertaining to the strongest effects of lecturers altruism and courtesy on
student academic achievement, it appears that altruism and courtesy are the OCB dimensions that benefits specific
individual such as students than sportsmanship or civic virtue that are viewed as mainly benefiting the organization as a
whole (William & Anderson, 1991). In other words, a lecturer’s propensity to engage in altruism and courtesy may
strongly influence students to reciprocate by exerting greater efforts in their study.

As discussed earlier, there is evidence to suggest that the relationships between OCB dimensions and students’
academic achievement may be moderated by students’ needs for achievement. Although intuitively appealing, to date,
no study has assessed the possible moderating role of student needs for achievement in the OCB-academic achievement
relationship. As such, the findings of this study are preliminary and regarded as exploratory. While previous studies (e.g.,
Dipaola & Hoy, 2005: Allison et al., 2001) found a direct relationship between OCB and student academic achievement,
the result of the present study go beyond this important finding by providing some moderated relationships between
lecturers’ conscientiousness and students’ academic achievement. There are some possible reasons for this finding.
Conscientiousness appeared to capture a person’s internalization and acceptance of the organization’s rules, regulations,
and procedures, which results in adherence to them, even without observer or monitor compliance. Perhaps, by being
conscientious, the lecturers will exhibit a true willingness to help the students attaining good academic achievement
(e.g., always punctual, extra classes). Those students with strong needs for achievement will be benefited from the
positive actions by the lecturers. However, these behavior, may not affect those students with lower needs for
achievement.

5. Conclusion

This study contributes to the existing literature in several ways. First, one of the hallmarks of university performance is
students’ academic achievement. The present study which attempted to investigate relationships between lecturers’ OCB
and students’ academic achievement will supplement other universities’ efforts (e.g. physical facilities, trained lecturer,
academic regulations, etc.) in increasing the students’ academic achievement. This study makes a second contribution to
current OCB literature as the findings complement the findings of previous studies on the relationship between OCB
and organizational effectiveness (e.g. Podsakoff & MacKenzie, 1994) which demonstrate that OCB is related to
organizational effectiveness. This is because, students’ academic achievement investigated in this study is one of the
elements of university’s effectiveness (Dipaola & Hoy, 2005). Third, this study extends beyond previous research by not
only investigating OCB as a predictor of student’s academic achievement, but also investigates the roles of students’
needs achievement as a moderator of the relationships. As such, the present study will provide a more comprehensive
explanation on the effects of OCB on students’ academic achievement. A previous research by Dipaola & Hoy (2005)
only analysed the main effect of OCB on academic performance without paying attention to any possible moderating
effects. This study investigated the needs for achievement as a possible moderator for the relationship between OCB
and academic performance.
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The fourth contribution relates to the sample investigated. Despite considerable efforts in understanding antecedents and
consequences of OCB, there is a dearth of empirical research exploring this concept in the context of university. This
study will also provide practical value for university management. To address the students’ academic performance, one
strategy has been suggested to facilitate students’ learning process. University faculty members can act as key players in
facilitating students’ learning by exerting extra effort, such as OCB.

Whereas this study provides some insights into the importance of OCB, several limitations of the research are notable.
First, other potentially important variables beyond facets of OCB, especially the student’s family background were not
controlled in the model. The importance of OCB may have been reduced if these variables have been included in the
model. Second, this study is based on cross-sectional data and thus, causality cannot be firmly established. More
longitudinal studies are needed. Lastly, the sample size of this study is considered small. With these limitations in mind,
the current results suggest several avenues of future research, which is worthy of pursuit. Since the impact of OCB on
individual performance is only beginning to be explored, the findings of the present study suggested that future research
should examine the effects of OCB on other forms of student criterion variables such as achievement in extra-curricular
activities. Secondly, the present research focused on the relationships between OCB and one of the students’ criterion
variables at the individual level analysis. Another avenue for future research is to examine this relationship at the
organizational level. This is consistent to the suggestion by Schnake & Dumler (2003) that OCB occurs at the individual
level. However, it is OCB in the aggregate that impacts organizational effectiveness.
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Table 1. Cronbach alphas for the study variables

Variable Alpha Number of Items
Altruism i 4
Courtesy .76 3

Sportsmanship T3 3
Conscientiousness 81 3

Civic Virtue .86 4
Needs for achievement a7

Table 2. Intercorrelation between study variables

M SD 1 2 3 4 5 ] 7
1. Academic Achievement 297 33 -
2. Altruism 4.09 41 S5 -
3. Courtesy 4.01 57 28%* 64%* -
4. Sportsmanship 3.64 .62 21+ S4x% SQe*
5. Conscientiousness 3.89 60 2% 62%* Sg%* 74%* -
6. Civic virtue 3.91 .63 20%* 64%% S8FF O1FF J2¥* -
7. Needs for achievement 4.03 45 20%* SqE# A6** A45%% S5g*+ SH5%*

#% p< 01 *p<.05
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Table 3. Hierarchical multiple regression

Variables B t Sig. R2 R2A F Change

Step 1 (Main Effect)

Altruism 38%* 3.25 00 2l - 4.91%*
Courtesy Jo** 2,98 .00

Sportsmanship .02 A3 .90

Conscientiousness .04 26 .79

Civic virtue A2 93 35

Step 2 (Moderator)

Needs for Achievement .05 50 .62 16 .01 25
Step 3 (Interaction Effect)

Altruism x NA .59 32 75 22 206 231*
Courtesy x NA 2.94 1.49 14

Sportsmanship x NA 1.03 .59 55

Conscientiousness x NA 4.79%* 230 02

Civic virtue x NA .29 A5 88

*#p<.05 **p<.01

NA — Needs for achievement
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Abstract

After the financial crisis, the market capitalization of Industrial and Commercial Bank of China(ICBC), Bank of
China(BOC) and China Construction Bank(CCB) rose to the top three global business, fully representative of the
China's overall economic growth, while exposure to the banking industry’s high financial risks. In order to identify and
compare credit risk of three listed banks, using KMV model calculate default distance of the three banks and then
compare default rate: First, use stock data to calculate default point, the default distance, compare the risk of three
banks, on this basis analyze financial data of three banks; Finally, identify the reasons for differences of default risk. An
Empirical Study of three banks through the second half of 2006 to the end of 2008 stock data and annual information,
found that: (1) The risk of three banks have tended to increase, including CCB the highest risk of default; (2) key
financial indicators of CCB: non-performing loan ratio, loan-to-deposit ratio, the proportion of non-interest income
accounted for revenue are worse than ICBC and BOC, which is reason for CCB risk of default is higher than ICBC and
BOC. Suggest CCB adjust loans and reduce non-performing loan ratio; improve asset efficiency and profitability;
expand intermediary business to reduce risk.

Keywords: Credit risk, KMV model, Default distance, ICBC, BOC, CCB

1. Introduction

There are three main types for KMV model: one is the introduction and analysis of KMV model on the base of theory
and modeling framework, focusing on the KMV early studies. Representative is Du, Benfeng (2002)"real option theory
in the application of credit risk assessment”, Wang, Qiong and Chen, Jinxian (2002) "Credit Risk Pricing Methods and
Models" and other articles, these studies highlight the framework of the KMV model, but no study of the applicability
of KMV model in China.

Another type of research is the use of domestic data sample directly in accordance with the basic framework of the
KMV model and use foreign models and the relation functions to authenticate. Yang,Xing and Zhang,Qiang (2003) take
one listed company as sample, Ye,Qingxiang (2005) take 22 ST companies as samples, Chen,Jie (2003)divided a
number of listed companies into shares of blue-chip stocks and underperformance, Cheng,Peng and Wu,Chongfeng
(2002)divided listed companies into blue-chip stocks, underperformance stocks and high-tech stocks and respectively
verify KMV model, Xia,Hongfang and Ma,Junhai (2008) verify the distance of four listed companies’ five-year stock
price of non-compliance. Such studies verified the basic conclusion is that, risk prediction methods of KMV model can
make up for deficiencies in traditional methods, can effectively identify the risks. However, there is difference between
Chinese and foreign stock markets, so such studies have not been able to support the applicability of KMV model in
China.

There is also a type of study to explore the KMV model in China, the specific applicability of the revisions to the KMV
model, based on the full use of the sample data for validation. Such studies include: Lu Wei, Zhao,Hengheng and
Liu,Jiyun (2003) pointed out that the KMV model, the critical factor "corporate value" and the "volatility of company
value," the relationship varies with the market, and they take advantage of China's stock market data, using
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constant-growth model FCF (free cash flow) method to calculate a company's value, Use Bollerslev (1986) generalized
conditional heteroskedasticity model (GARCH) to calculate value of volatility of equity, and finally a two-parameter
Weibull to describe the value of the company respectively, and the relationship between the volatility of company value
function, empirical results showed that compared with KMV model with non-amended relationship between the
function of fitting, they can more effectively reflect the real situation in China. Chen,Dongping and Sun,Ming (2007)
select the listed companies’ non-performing loan rate of commercial banks an alternative default rates, fitting out a
function of the non-performing loan ratio and non-compliance distance, indicating that in KMV model using
non-performing loan ratio as an alternative measure of listed companies of credit defaults risk is feasible. Sun,Xiaoyan,
Shen,Yue and Luo,Luqi (2008) respectively verified ST and non-ST companies with amended KMV model, indicating
that KMV model both calculate non-ST companies’ value of the assets, but also reflect the ST companies’ value of the
"shell" resources. Chen, Hongwei and Chen, Fusheng (2008) proved the value of corporate assets by increasing the
accuracy of the estimates; KMV model can enhance the recognition of credit risk for listed companies for next two
years.

In addition, there is research of the non-tradable shares’ conversion price issues caused by the special national
conditions of China. Lu, Wei and Zhao, Hengheng et al (2003) proposed weighting methods; Zhang, Yigiang (2003)
proposed to leverage capital surplus as an adjustment factor to adjust the initial sponsor of non-tradable shares. Such
research has further strengthened in the study of Chinese listed companies KMV credit risk on the applicability of the
results to improve the prediction accuracy and credibility. In recent years, the applicability research of KMV model in
China receive higher priority in the application of KMV model, Chinese scholars have done a lot of research in the
study of a function to reflect the characteristics of Chinese companies, the study of the corresponding treatment
methods in China's special conditions. However, there are still some issues to be addressed: Such as the choice of
risk-free rate, default and expected default probability from the mapping relations, etc.

Through the results of the study has also found that, due to the nature of the financial industry itself and the special
nature of accounting standards, research of the risks of the financial sector basically by calculating the bank's enterprise
customers’ credit risk to judge. Less study take the banking industry as a research object, directly use KMV model to
identify the bank's own risk of default. Therefore, research of credit risk of China's listed commercial banks has very
important significance. This article has been trying to learn from domestic and foreign research results, using KMV
model representative of China's three commercial banks: Industrial and Commercial Bank of China, Bank of China and
China Construction Bank risk study to compare credit risk of banks of different characteristics, and the reasons with the
use of financial data analysis.

2. Calculation Method and Process

KMV model developed by the United States KMV Corporation, named by the three company founder, Kealhofer,
MeQuow and Vasieek. KMV model is based on Merton (1974) option pricing theory, through the enterprise's financial
reports and the market value of equity and debt data such as the possibility of likely future default. KMV model's basic
idea is to use stock to show the options nature, through the stock market and its volatility as well as the value of
corporate debt data to value corporate assets and their volatility, and in the coming years in order to estimate the
likelihood of corporate defaults (refers only to enterprises due non-payment default risk, non-corporate credit rating
changes in credit spread risk), that is, the expected probability of default EDF. KMV model is generally divided into
four steps to determine a company's expected default frequency. The first step, estimate the company's asset value and
its volatility from the company's stock market, value of the volatility of stock price and liabilities book value. According
to assumption of KMV, from the equity capital structure, cash equivalent short-term liabilities are regarded as
sustainable long-term pension liabilities and convertible preferred stock component. In this assumption, according to the
relationship between the classic Black-Scholes-Merton model put option valuation models and default options, current
market value of risk loans is determined by five variables.

Value of an option of loan default risk:

E:f(V,B,}”,O'v,T) (l)
f(V.0,)=E=VxN(d,)-Bxe™ x N(d,) @
ln(K)+(r+l><0',%)r
d = B 2
i ()
d2 :d] _UV\/; (4)
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V is the market value of assets, B is the price for the loan, r is risk-free rate of interest,”sand® Respectively, an
enterprise's market value and asset t value, © is put option expiration date or the time the loan limit ,N(d)-Cumulative
distribution probability function.

In order to calculate the value of assets (V) and its volatility °, According to the relationship between the observable
fluctuations in the market value of corporate and non-observable fluctuations in the value of assets of the company has
established the function:

VxN(d,)*xo,

E Q)
Then uses a continuous iterative method will be able to find V and®” .

Oy :g(o-y) =

Second step, determine the default point (Default Point, DPT). Under a large number of empirical analyses, KMV found
violations occurred most frequently in a company's value is greater than the critical point is equal to current liabilities
plus 50% of the long-term liabilities. Set: CL for short-term liabilities; LL for long-term liabilities, then:

DPT=CL+0.5LL (6)

Third step, estimate the default DD (Default-distance). Default is the value of the assets from the risk fell within the
time limit from the current level of non-compliance point of relative distance, but also can be expressed as the expected
future asset values and default points exists between the standard deviation of the future number of asset returns, which
is used to measure the default risk indicators can be used for comparisons between different companies. Default
Distance:

_E())-DPT
E(V) X oy, (7)

The fourth step, estimate the company's expected default probability (EDF). The expected default frequency (EDF) is
determined by the mapping relationship between the distance by default distance (DD) and the expected default
frequency. Therefore, establishing mapping relationship is a necessary prerequisite to determine the expected default
rates. However, due to China's current credit system is not perfect, so the corporate default or bankruptcy of a serious
lack of historical statistical data, it is difficult to change the default distance into the actual default rate, to calculate
default probability (EDF) is difficult. Based on the one-to-one mapping relations between the default distances (DD)
and the expected default frequency (EDF), the length of the distance to a certain extent reflect the company's credit
status, and thus evaluate the level of competitiveness of enterprises.

3. Empirical process and the result

3.1 Data Source

Study involved data from Guo Tai An Data Research Center and RESET databases, daily stock closing price is the
comparable prices of the closing price considering of the cash dividend and re-investment, only take available open
days prices, without considering the impact of stock stop plate; Value of circulating stocks market (EC) take the mean
value of the circulating stocks from 2001 to 2007 of all transactions for each day, Daily Stock Market Mean
Prices(PA,PH)is the comparable mean prices of the closing price considering of the cash dividend re-investment of all
stocks all trading days per annum. Related financial data and net assets per share (A), the number of circulating stocks
(SC), the number of non- circulating stocks(SNC) and the number of H stocks(SH) came from the semi-annual and
annual reports of every bank, the number of non- circulating stocks from current semi-annual reports. Risk-free rate (R)
obtained from at least six months less than one year certificate bonds interest rate issued by The People's Republic of
China Ministry of Finance, as shown in Table 1:

Insert Table 1 Here
3.2 Important parameters on the amendment of China's banking sector
3.2.1 Market Value Calculation

Reference to the principle that negotiated transfer price of the non- circulating stocks are basically floating around the
net assets per share of the market pricing, construct a net asset per share as independent variables, the financial markets
financial shares transfer price as the dependent variable of a linear regression model-based, suppose the regression
equation is:

P=m+nA

A--Net assets per share

P--The transfer price of financial shares
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In order to determine the equation parameters and to validate the reliability of equation. This paper selected Guo Tai An
Data Research Center - Data Services - Company Research Series - Chinese Corporate Governance Structure - Basic
data - share transfer documents, all 35 times stock equity transfer data of Finance and insurance sector from 2001 to
2008 to regression analysis, regression results were shown in Table 2:

Insert Table 2 Here
Get the regression equation is: P=1.652688+0.906602xA

Market value of the equation as follows: market value = value of A-share circulating stocks + value of A-share
non-circulating stocks + value of H-share, namely: P=PA*SC+(1.652688+0.906602xX)*SNC.

Insert Table 3 Here
3.2.2 Default Point Calculation

Based on Debt Risk Valuation Theory and research of KMV, default point (DPT) is a point between long-term debt
(LTD) and current liabilities (STD), and the predictive accuracy is sensitive of the model changes in point of the default
point. Learn from empirical research on the banking sector, take DPT1 = STD + 0.25LTD, calculated as shown in Table
4:

Insert Table 4 Here
3.2.3 Asset Value and Asset Value Fluctuation Ratio Calculation

Before calculate the semiannual fluctuation ratio S of bank shares, assuming the stock price to meet the lognormal
distribution, calculate the daily stock fluctuation ratio S:

u, =In(S,/S,.,) ®)

In formula (8),Sr /Sit is the daily relative price of the stocks.

Fluctuation ratio in daily stock returns is:

P -2
S=.— X(u,—-u)
sl ©)

In formula(9): ¥ is the mean of ~/ Number of trading days semiannually of the stock is N, relationship between the
semiannual fluctuation ratio % and daily fluctuation ratio S is:

O'S:S\/ﬁ (10)

2001-2007 three banks semiannual revenue fluctuation ratio is shown in Table 5.
Insert Table 5.Here

According to formula (3) to (7) can estimate the company's asset value 7 and the fluctuation ratio of asset value. Two
equations are nonlinear equations, this paper uses mathematical calculation software program MATLABG6.5 to calculate,
source code see Appendix A, the calculation results shown in Table 6 and Table 7.

Insert Table 6 and Table 7 Here
3.2.4 Default distance calculation

Finally, use formula to calculate the non-compliance DD of various banks for the next six months (first half of
2009).Using data from 2006 to 2008, three banks’ calculation results of non-compliance distance is shown in Table 8
below:

Insert Table 8 and Figure 1 Here

As can be seen from Figure 1, the three banks have a downward trend from the default distance; default risk has the
trend to increase. The default distance of Bank of China continued to increase from the second half of 2007 to the
second half of 2008, indicating that the default risk was lowered, but in the first half of 2009, default distance is
expected to fall to 2.949, default risk rise; default distance of Industrial and Commercial Bank of China in the second
half of 2008 after experiencing a modest rise in half year of 2008, will continue to decline in 2009 and is expected to
drop to 2.922; default distance of China has the most dramatic change, fell from the first half of 08 5.06to the first half
of 2009 0.54, which indicates the default risk of China Construction Bank a sharp rise, become bank of top default risk
in the three banks.
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3.3 Empirical Analysis

Three banks vary in default risk, depending on their growth performance, operating characteristics, and asset quality.
3.3.1 Comparison of three bank non-performing loan ratio

Insert Figure 2 Here

As can be seen from Figure 2, Industrial and Commercial Bank of China, Bank of China and China Construction Bank's
non-performing loan ratio has a downward trend, compared with the end of 2007, by the end of 2008 respectively
decreased by 16.4%, 15.1%, 15.0%, of which the lowest rate of non-performing loans is CCB, as well as the smallest
decline degree in non-performing loan ratio.

3.3.2 Comparison of three bank loan-deposit ratio
Insert Figure 3 Here

As can be seen from Figure 3, ICBC and BOC loan-to-deposit ratio were gradually increased, while CCB
loan-to-deposit ratio dropped from 2007 61.3% to 2008 59.5%. This shows that the CCB efficiency and profitability of
assets is lower than ICBC and BOC. In addition, the loan-deposit ratio of the three banks are generally around 60%,
compared with Europe and the United States mature banks’ about 90%,there is still a wide gap, which is also reflects
the domestic banks have a wider profit room for growth.

3.3.3 Comparison of three bank Non-interest income accounted for the proportion of operating income
Insert Figure 4 Here

Commercial bank's core source of profit for one credit business and second, intermediary business, the former form is
known as interest income, which is non-interest income. But the credit business interest income earned by the capital
adequacy ratio and policy restrictions on long-term growth is difficult at the same time bear the risk of bad debts, while
the intermediary business to generate non-interest income do not take up too much capital, but the lower business risks.

According to statistics, non-interest income to total operating income ratio increase every one percentage, the banks
pre-tax profits will increase by 1.5 percentage, there is 1:1.5 leverage. As can be seen from Figure 4, the proportion of
ICBC non-interest income showed an upward trend year by year, from 2006 8.8% to 2008 15.1%; BOC, the proportion
of non-interest income in the three banks in the highest, while in 2007 non-interest income decline, have a rebound in
2008. CCB fell from 2007 12.2% to 2008 10.7%, this shows that compared with CCB, ICBC and BOC created a lower
risk, more rapid revenue growth.

In summary, on the basis of the three main financial indicators: non-performing loan ratio, loan-to-deposit ratio, the
proportion of non-interest income accounted for revenues of comparison, CCB are worse than ICBC and BOC, this was
part of the reason for CCB has a higher risk of default than ICBC and BOC.

3.3.4 Comparison of three bank core capital adequacy ratio
Insert Figure 5 Here

In accordance with China's current "Basel II agreement" standard to require commercial banks core capital adequacy
ratio must be greater than equal to 4%, can be seen from Figure 5, the three banks have reach the standard, while CCB
is the lowest in the three banks.

The higher the capital adequacy ratio of banks, the stronger risk-resisting ability it has, indicating banks have sufficient
own resources to deal with debt pressure, or cover the losses, such as the event of a run on banks or large
non-performing loans and beyond recovery to a vicious risk. It can be seen that solvency of CCB in response to
non-performing loans beyond recovery to the risk of such a vicious is lower and face greater financial risks.

4. Conclusions and recommendations
4.1 conclusion

Through using KMV model to calculate the default distance of ICBC,BOC and CCB, as well as financial data analysis,
concluded that: (1)The three banks’ risks have the trend to increase, showed that three banks’ ability to resist risks have
reduced, but CCB with the highest risk, increasing trend of CCB is clearly higher than ICBC and BOC;(2)Reasons for
default risk of is CCB higher than ICBC and BOC are mainly: non-performing loan ratio dropped at a lesser extent,
loan-to-deposit ratio reduced, non-interest income declined in the proportion of total operating income and core capital
adequacy ratio lower, etc;(3)Compared with ICBC and BOC, ability of CCB to use intermediate business to enhance
profitability, reduce business risk is weaker.

4.2 recommendations

Suggest CCB try the following ways to reduce the proposed credit risk, increase ability to resist risks: (1)take more
attention to industries and geographic distribution of loans while increase volume of credit, optimize credit structure,
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reduce exposure of business in deterioration of operating conditions or which have policy risk, for example, reduce the
loan to business of high non-performing loan ratio;(2)expansion of intermediary business and improve non-interest
income accounted for the proportion of revenue and reduce earnings risk, increase profit space; (3)improve the core
capital adequacy ratio, improving the ability to cope with a vicious financial risks; (4)insist on sound sustainable
development model, timely adjust the capital structure and investment strategies to further consolidate the competitive
advantages, accelerate the pace of international development in order to promote innovation and diversification.
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Table 1. At least six months less than one year certificate bonds interest rate (%)

2006.7-2006.12 | 2007.1-2007.6 | 2007.7-2007.12 | 2008.1-2008.6 | 2008.7-2008.12
R | 072 0.72 0.81 0.72 0.72
Source: treasury bonds Notice of The People's Republic of China each year

Table 2. Regression results of all 35 times stock equity transfer data of Finance and insurance sector from 2001 to 2007

m n T-test(m) T-test(n) F-test D-W R2
Result 1.652688 0.906602 2.128303 4.434704 19.6666 1.915527 0.873417
Table 3. Three banks’ results of market value (Unit: 100 million)
ICBC BOC CCB
2006.7-2006.12 | 9716.260479 8104.699936
2007.1-2007.6 9697.466489 8575.560609
2007.7-2007.12 | 11224.40289 8517.472682 7599.72641
2008.1-2008.6 12039.90369 7244.526519 8000.50426
2008.7-2008.12 | 10489.69012 6201.539755 7699.76438
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Table 4.Three banks’ results of DPT (Unit: 100 million)

ICBC BOC CCB

2006.7-2006.12 65645.2275 45497.3075

2007.1-2007.6 65648.0875 50781.1555

2007.7-2007.12 75127.4055 52623.7605 | 59401.5435

2008.1-2008.6 82479.4075 57266.7755 | 59367.2615

2008.7-2008.12 86835.0675 62042.895 66923.3505

Table 5.Three banks’ results of semiannual revenue fluctuation ratio s
ICBC BOC CCB

2006.7-2006.12 0.169588226 0.164978611
2007.1-2007.6 0.282845986 0.305306835
2007.7-2007.12 0.317486889 0.277766628 0.19188921
2008.1-2008.6 0.306305119 0.263333004 0.30992565
2008.7-2008.12 0.332302893 0.326489257 0.35997641

Table 6.Three banks’ results of asset value (Unit: 100 million)

ICBC | BOC | CCB
2006.7-2006.12 | 75126 | 53439
2007.1-2007.6 75110 | 59174
2007.7-2007.12 | 86048 | 60929 | 66761
2008.1-2008.6 94223 | 64306 | 67154
2008.7-2008.12 | 97013 | 68021 | 68021

Table 7.Three banks’ results of asset value fluctuation ratio (%)

ICBC BOC CCB
2006.7-2006.12 0.0219 0.025
2007.1-2007.6 0.0365 0.0442
2007.7-2007.12 0.0414 0.0388 0.0218
2008.1-2008.6 0.0391 0.0297 0.0369
2008.7-2008.12 0.0359 0.0298 0.0298
Table 8.Three banks’ results of DD
ICBC BOC CCB

2006.7-2006.12 5.762 5.940

2007.1-2007.6 3.451 3.209

2007.7-2007.12 3.066 3.513 5.060

2008.1-2008.6 3.188 3.686 3.140

2008.7-2008.12 2.922 2.949 0.540
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Abstract

In this paper, we propose a non-linear approach to explain the forward discount anomaly. We use two classes of
non-linear models: models with changes in mean and long memory process. Our empirical results show that the
non-stationarity of the forward discount series is the causes of the rejection of the Forward Rate Unbiased Hypothesis
(FRUH). By investigating the forward discount series, we show that are characterized by a stationary long memory
behavior which is amplified by the presence of breaks.

Keywords: Structural breaks models, Long range dependence, Exchange rates
1. Introduction

One of the most persistent debates on the international finance concerns the forward discount anomaly. If the forward
rate unbiasedness hypothesis holds, then under risk neutrality and rational expectations the current forward exchange
rate is an unbiased predictor of the future spot rate. This hypothesis is generally rejected in empirical literature. Engel's
(1996) sums up the empirical results:" First, empirical tests routinely reject the null hypothesis that the forward rate is a
conditionally unbiased predictor of future spot rate. Second, models of the risk premium have unsuccessful at
explaining the magnitude of this failure of unbiasedness".

In empirical literature, to test if the forward exchange rate provides an unbiased forecast of the future spot rate, we
regress the forward discount (defined as the difference between the forward and the future spot exchange rates) on the
spot exchange rate return. If the FRU hypothesis holds, then the coefficient # associated to the forward discount
variable must be equal to the unity, the intercept to zero and the innovations must follow a white noise (iid). Most
empirical works find a negative value of # . For example, Froot (1990) notes that the average value of # is equal to
-0.88 over 75 published papers. This means that there is not only a problem of rejection of the unbiasedness hypothesis
but also a problem in forecasting of the direction of changes.

Until now, there is no consensus about the true reasons of this rejection of the Forward Rate Unbiased Hypothesis
(FRUH). Many economics arguments have been proposed to explain this anomaly. Bilson (1986). Fama (1984). and
Sweeney (1986) suggest that central bank interventions can be in the origin of the forward discount anomaly. Barnhart
and Szakmary (1991) have tried to explain the rejection of FRUH and the instability of the B coefficient by including
in the estimated regression a variable that represents the intervention of central Banks. The authors have tried many
Banks intervention variables but their results are not significant. Engel (1996) advances some other explanations:"Some
progress has been made toward understanding the empirical findings when one allows for peso problems, learning, and
possibly a group of agents whose irrational expectations lead to speculative bubbles through a bandwagon effect...”.

Several others works have tried to explain the discount anomaly by the wrong econometric specification of the
estimated model or by the statistical properties of the data. In the 80 decades researchers have been concentrated their
attentions on the non-stationarity of the spot and forward exchange rates series. Recent works favor statistical artifact
leads by analyzing the true nature of the non stationarity of the forward discount series, see for instance Baillie and
Bollerslev (1994, 2000). Maynard and Phillips (2001). Sakoulis and Zivot (2001) and Choi and Zivot (2007).

In this paper, we privilege this last leads. We follow the empirical strategy proposed by Charfeddine and Guégan (2007).
see also Choi and Zivot (2007). First, we analyze the statistical properties (in term of non-stationarity) of the spot,
forward and forward discount exchanges rates. Then, by using the Markov switching model of Hamilton (1989) and
long memory processes, we show that all the forward discount series are simultaneously characterized by the presence
of long memory and breaks. We show also that the non stationarity of the forward discount series is the principal reason
behind the rejection of the hypothesis that the current forward rate is an unbiased predictor of the future spot rate.
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In this paper, our empirical results differ from previous works in three ways. First, we use a recent and different data
sets. Second, we use for the first one the EURO/USD series to test the FRUH. Finally, we use the Markov switching
model of Hamilton (1989) to detect the presence of breaks, contrary to all previous works in the literature which have
used the Bai and Perron (1998) procedures.

The remaining of the paper is organized as follows. Section 2 presents the forward unbiased hypothesis and reports an
exhaustive literature review concerning the forward discount anomaly. Section 3 reports the empirical results
concerning the FRU Hypothesis and unit root tests results. Section 4 investigates the presence of breaks and long
memory inside the forward discount series. Section 5 concludes.

2. Forward discount anomaly and empirical literature

In this section after introducing the forward unbiased hypothesis, we give an exhaustive review of recent empirical
literature concerning the forward discount anomaly.

2.1 Forward Rate Unbiased Hypothesis (FRUH)

We say that a foreign exchange market is efficient when the two hypothesis of risk neutrality and rational expectations
hold. Moreover, if these two hypothesis are verified the future anticipated rate of depreciation must offset the interest
rate fluctuations. This hypothesis is known, in the literature, as the uncovered interest rate parity which is given by,

SEe 1+, (1)
S, 1+i]
where 5 represents the spot exchange rate at time t+k and S¢ the spot exchange rate at time t. i and ' denote

respectively the domestic and foreign interest rate (for k periods maturity). The symbol e means that the variable is
expected. Under logarithmic notations this relationship is approximately, (Note 1)

ke _ s
N P l, (2)

L=, =
Log (1+x) ~ X for small values

where ¢ =Log(5“) and *r=Log(5 ). Equation (2) is obtained by considering

of X that approach zero, we set here X =", ' The second version of interest rate relationship is the covered
version which implies that the current forward rate is an unbiased predictor of the future spot rate. We suppose here that

there are no transactions costs and no tax, etc. The covered interest parity implies that,
F 1+ i,

t

s, 1+ (3)
S

where ¢ denotes the forward exchange rate for k periods, °‘ the spot exchange rate. "and ' denote

respectively the nominal domestic and foreign interest rate (for k periods maturity). The logarithmic form of (3) is given
by,

ft*S, =l.,*l.: (4)
If the covered (2) and the uncovered (4) relationships hold, then the forward discount fi =5 must be equal to the
expected return on the spot exchange rate,

. ke
fi—s.25, _Sz’ (5)
which can be re-writen as follows,
fi=s. (6)

This later relationship implies that the forward exchange rate is an unbiased predictor of the future exchange rate. To
test foreign exchange market efficiency researchers use, generally, a two particular equations. the first is a "level

specification" which comes from (6).
k

t :a+ﬂft+77t+k (7)

Here 77,,, is an (iid) white noise.

N

The second is the well used "differences equation”, where we regress the forward discount on the spot exchange return.
This version follows from (5).
Sl/;*S,=a+ﬁ(fl*S/)+u,+,( (8)

Under these two specifications if the FRUH holds, we get B =1, @ =0 and/or the term error is a white noise. Using
the first equation researchers have been largely accepted the hypothesis that the current forward exchange rate is an
unbiased predictor of the future spot exchange rate, see for instance Levich (1979). Frenkel (1981). Edwards (1983).
and Chiang (1986). (1988). This "level" specification do not have a sense vrless the dependent and independent
variables are stationary or if we will test the co-integration hypothesis between 5+ and /., if these two variables are
I(q) with q an integer. In the 80’s century researchers have used the "level" specification to test the forward
unbiasedness hypothesis and not the co-integration hypothesis, see for instance Meese and Singleton (1982) and Meese
(1989) and Isard (1995). In that case, no sense can be done to that method because we have a fallacious estimation. This
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holds because the use of standard limiting distribution of usual statistics tests cannot be allowed and the obtained results
are biased. However, by using the second specification the empirical finding show, contrary to all expectations, that the
FRU Hypothesis is rejected for the majority of time series, see for instance Baillie and Bollerslev (1994, 2000).
Maynard and Phillips (2001). Sakoulis and Zivot (2001) and Choi and Zivot (2007). Furthermore, not only the FRUH is
rejected but we get a significantly negative value of # . Note here that in the rest of the paper, we will use only the
differences specification given by equation (8) to investigate the FRU Hypothesis.

2.2 Reviews of the empirical literature

In recent literature, several econometrics paths have been followed to test the FRU Hypothesis. Unit root tests and
cointegration hypothesis take the wide part of the 80-90 empirical literature. Using equation (7). a contrasting results
have been obtained. Results depend on periods and money of study. The majority of works have showed that the spot
and forward exchanges rates are non stationary and follow an I(1) process. In that case, a possible solution is to test the
cointegration hypothesis. Cointegration implies that Granger causality (1969) must runs in at least one direction, that is,
at lez ; one of the exchange rates is predictable using current available information. In that sense, the FRUH suggests
that “¢ and “r are cointegrated with a cointegrating vector [1,-1]. This result has been interpreted as foreign exchange
market inefficiency. The empirical literature concerning this hypothesis is also controversial. Some works have accepted
this hypothesis, see for example Mark et al. (1993) whose provide evidence for cointegartion between * ¢ and /o
with a vector [1,-1] and Hakkio and Roch (1989). While some other works have obtained opposite results, see for
example Evans and Lewis (1995) and Zivot (2000).

Despite this empirical disparity, there exist a some consensus between researchers concerning the stationarity of the spot
exchange return, ¢ -%: . So, if this series is stationary, the forward discount series, Jils , must also be stationary so
that # do not deviates from it’s expected unity value. Despite this unanimous consensus about the stationarity of the
spot exchange rate return As, series, the true nature of the forward discount series remains ambiguous. Mark et al.
(1993) show that the /+ -9 series is stationary (an I(0) process). Crowder (1994) show that the forward discount is an
I(1) process. This non-stationarity of the forward discount series is considered as the principal cause of the rejection of
the forward unbiasedness hypothesis. This comes from the fact that, if we regress an I(1) process on 1(0) process, then

the value of #  will deviate from it's expected value of unity.

Recently, some studies have investigated the hypothesis of presence of non-linearity inside the forward discount series.
Baillie and Bollerslev (1994, 2000). and Maynard and Phillips (2001) have showed that the /+ - series follows an
I(d) process where d is a fractional parameter. For the majority of investigated series, we get an estimated value of the
long memory parameter d which is higher than 0.5. This means that these series are characterized by a non-stationary
long memory behavior. In all cases, there are a mean-reverting behavior in the forward discount. This lead to conclude
that regression (8) is not well specified because the left-hand-side variable (* Fos ) and the right-hand-side variable
( fis ) have a different degrees of integration.

More recently, researchers have used models with changes in regimes to explain the non stationarity of the forward
discount series, see for instance Sakoulis and Zivot (2001). Choi and Zivot (2007) and Baillie and Kili¢ (2007). As
shown in the literature concerning this kind of models, the presence of breaks inside time series can creates a spurious
long memory behavior. In that case, the observed long-range dependence will be a spurious behavior, see for instance
Diebold and Inoue (2001). Granger and Hyung (2004) and Charfeddine and Guégan (2007, 2009b) .

3. The FRU Hypothesis and Unit Root Tests

This section has two mains objectives. First, we confirm the rejection of the FRU Hypothesis in the four currencies
(Euro, French Swiss, pound sterling and Canadian dollar) in terms of US dollar. Then, we examine the hypothesis of
non stationarity of the forward discount series.

In the following subsection, we present the data and their properties. Then, in the second subsection, we confirm the
rejection of the FRU Hypothesis. Finally, in the third subsection, we applied unit root tests on the forward discount
series.

3.1 The Data

Four times series will be used to investigate the forward discount anomaly. We use a weekly data exchange rates for
four countries against the US dollar. This data span the period 06-01-1999 to 16-08-2006 for the Euro/Dollar series 2=
29-10-1997 to 16-08-2006 for the three others series. All time series are obtained from the Datastream base. The S
and /7 are the logarithm of the level rates of the spot and forward exchange rates multiplied by 100.

Figures 1, 2, 3, and 4 report the trajectories and the autocorrelation functions of the snot. spot return and forward
discount series of each exchange rate series. These figures show that the ¥+ and fi 25 series seem to be non
stationary. The ACF of each forward discount series show the presence of long range dependence behavior. Tables 1 2

and 3 report the corresponding descriptive statistics for each series. Following these tables, we observe that the *¢,
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AS, and the /i-5¢ series have a Skewness and Kurtosis statistics that differ significantly from those of the normal
distribution. Jarque Bera test confirms the later results and shows that for all series the null hypothesis of normal
distribution is rejected. This first analysis suggests that the right and left variables in equation (8) seem to have a
different degree of integration.

3.2 Rejection of the FRUH

The results of estimations of the FRUH, equation (8). are reported in Table 4. The results show that the hypothesis of
B =1 is rejected three times out of four. Same results are obtained for the jointly hypothesis of # =1 and & =0 which
is also rejected three times out of four for the following series (EURO/USD, CHF/USD and CAN/USD). In conformity
with the empirical literature, the B coefficient has a negative value which is higher than one in absolute value. This
means that not only the FRUH is rejected but also the forward discount do not predicts the true direction of exchange
rates fluctuations. Table 1 reports also the Durbin Watson (DW). the O-stats of Ljung-Box Q(12). Q(24) and the R :
coefficient. This table shows also that the four series possess a small R * coefficients and a DW statistic close to 2.

<Insert table 1)

To assess the possibility that the left and right variables in equation (8) have different degrees of integration, we propose,
in the following subsection, to analyze the statistical properties, in term of stationary, of the spot exchange rates return
and the forward discount for each series.

3.3 Unit root tests

The unit roots statistics used in this paper to investigate the unit root hypothesis are the ADF, KPSS and the ADF-GLS
statistics of Elliot, Rothenberg and Stock (1996). The use of ADF test allows us to compare our results with the 80-90
decades existing empirical literature. The use of KPSS and ADF-GLS tests is motivated by the fact that these tests are
known to have good powers against the alternative of long-range dependence, see for instance Lee and Schmidt (1996).
Following Ng and Perron (2001) and Choi and Zivot (2007), the lag length of the ADF-GLS test was selected using the
modified AIC with a maximum lag of 15.

Tables 5, 6 and 7 report the results of these unit root tests. Following these tables, the spot (°+) and forward (f 1)
exchange rates series are non stationary and follow an I(1) process.

<Insert table 5>

These Tables show also that the forward discount series (f + = St) are non stationary. For the spot exchange return
series, unit root tests show that are stationary and follow in 1(0) process. No significant difference exists between the
three unit root tests. At 5% level significance, the ADF and KPSS tests find a same result except for the As
CAN/USD time series. At 10% level significance, the results are more mixed. For example, using the KPSS test, three
of the forward discount series are stationary. In contrast, using the ADF test, only one series is stationary.

<Insert table 6>

t+1

The ADF-GLS unit root test results reported in Table 7 provide evidences for non stationarity of the spot and forward
series, these series follow an I(1) process. Moreover, Table 7 shows that the forward discount is characterized by the
presence of a unit root. For all the forward discount series, we fail to reject the hypothesis of a unit root in the forward
discount. Results concerning the spot exchange return are similar to those of the ADF and KPSS tests.

<Insert table 7>

From the results reported in tables 5, 6 and 7, the dependent and independent variable in equation (8) have a different
order of integration. This means that the non-stationarity of the forward discount series is an interesting path in order to
investigate the causes of the rejection of the FRU Hypothesis. (Note 2)

4. Long memory process versus switching models

The rejection of the hypothesis of stationarity of the forward discount series in the previous section can be explained by
the low power of unit root tests against the alternative of long range dependence. If it is the case, the forward discount
series will be characterized by a long memory behavior. Moreover, this long range dependence behavior can be a
spurious behavior that is created by the presence of breaks, see for instance Diebold and Inoue (2001). Granger and
Hyung (2004) and Charfeddine and Guégan (2009b). Thus, it is very important to investigate the true nature of this non
stationarity and to determine if the forward discount series are characterized by a long range dependence behavior, or by
the presence of breaks, or simultancously by the two behaviors.

To do that, we use the following strategy. First, we start by estimating the fractional long memory parameter from each
forward discount series by using the well known GPH technique of Geweke and Porter-Hudak (1983) and the Exact
Local Whittle (ELW) method of Shimotsu et Phillips (2005). Then, we use the Markov switching model of Hamilton
(1989) to investigate the possibility of the presence of breaks. After that, we describe briefly the empirical strategy
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proposed in Charfeddine and Guégan (2007) in order to determine if the long memory behavior observed on the
forward discount series is a true behavior or spurious one.

4.1 Long memory methods

In the last three decades, several long memory estimation methods have been developed. The first semi-parametric
method proposed in the literature is the GPH technique of Geweke and Porter-Hudak (1983). Recently, Shimotsu and
Phillips (2005) propose an alternative method, the Exact Local Whittle (ELW), based on the Local Whittle
semi-parametric methods of Kiinsch (1987) and Yajima (1989).

The GPH technique is based on the log-periodogram. For frequency near zero, the fractional long memory parameter d
can be estimated from the following least squares regression,

Log {I(w,)}=a—dLog {4sin>(w,/2)}+s,, J= L e

. =2xj/T

where "/ is the periodogram of the process o), at frequency "/ Consistency requires that m grows

slowly with respect to the sample size. It is suggested to take ™ =T " with 7 = 0.5 In recent literature, many

researchers have suggested to use a frequency of order o(T ) , see for instance Hurvich et al. (1998). Maynard and
Phillips (2001). Kim and Phillips (2000) and Choi and Zivot (2007). The ordinate least-square estimator of d is

asymptotically normal with standard error equal to 7 (67 )" , see for instance Geweke and Porter-Hudak (1983) and
Robinson (1995).

The second semi-parametric method used in this paper is the Exact Local Whittle (ELW). see Shimotsu and Phillips
(2005). This method avoids some approximation in the derivation of the Local Whittle estimator proposed by Kiinsch
(1987) and Yajima (1989). The method is more attractive than the Local whittle (LW) method because of it's more

d ELW

interesting asymptotic properties. The estimated value is obtained as follows:

dpy =Arg minds[d,,dz] R(d),

where 91 and “: are the lower and upper bounds of the admissible values of d such that = ® < dy <d, <o

and,

R (d) = LogG (d)72d1—z"‘: Log (@ ),
m 7,

G (d) = X 1, (o )
7= ’ where Iy (0 ) =

where m is the truncation parameter, and

is the periodogram of A, = (1—L)"y,.

Under certain consistency and asymptotic normality assumptions given in Shimotsu and Phillips (2005). the ELW

d ELW

estimator satisfies,

Nm(d,, -d —, N(0,1/4) when T > =

The results of the estimated fractional long memory parameter of the forward discount series (EURO/USD, CHF/USD,
UK/USD and CAND/USD series) are reported in tables 8 and 9. For both methods, we use different values of the

frequency m=T°° , T"7 and T"* .
<Insert table 8>

Tables 8 and 9 show that the discount forward series (/+ = %) are non stationary. This confirms the slowly decaying
behavior observed in the ACF on Figure 1, 2, 3 and 4. Moreover, this result is in pair with some previous empirical
works which have also found a fractional long memory behavior inside the discount forward series, see for instance
Baillie et Bollerslerv (1994, 2000). Phillips and Maynard (2000) and Choi and Zivot (2007) among others. These
authors have suggested that the rejection of the FRU Hypothesis is due to the presence of long memory components in
the forward discount. Thus, if the independent variable in (8) is stationary and the dependent variable is integrated with
a fractional order d, then regression (8) is a misspecified specification and the estimated value of the g parameter do
not be consistent, see Engel (1996).

<Insert table 9>

These results concerning the estimated values of the long memory parameter d are slightly higher than those obtained
by Baillie and Bollerslev (1994) and Choi and Zivot (2007). For example, when we use the ELW method, the estimated
order of integration lies inside (0.75, 0.97) contrary to those reported by Choi and Zivot (2007) where d lies in the range
(0.536, 0.866). These disparities can be explained by the higher frequency of our data a weekly data than the monthly
data frequency in their works. These disparities can also be due to the difference on the periods of study.
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Economically, this hypothesis of long range dependence, in the forward discount series, is very difficult to justify. So,
the complexity and the heterogeneity of agents on exchange markets make difficult to suppose that today's exchange
rate changes can have a long lasting effects. Thus, we suggest that only strong changes can influence the exchange rate
at long horizon. Moreover, the fact that exchange rates fluctuate from one minute to another is not consistent with the
long memory behavior hypothesis. In recent econometric empirical literature, many works have showed that long range
dependence can be created by the presence of breaks inside time series, see for instance Granger and Hyung (2004) and
Charfeddine and Guégan (2009a and 2009b). Therefore, it’s very important to investigate the true nature of the long
memory behavior observed from the ACF and confirmed by the GPH and ELW methods. The following section analyze
this hypothesis of the presence of breaks inside the forward discount series by using the Markov switching model of
Hamilton (1989). This hypothesis is economically less-difficult to justify than the long range dependence hypothesis.
For example, Banks interventions, heterogeneity of agents inside the exchange market or the peso problem are the
reasons that explain the presence of breaks inside the forward discount series.

Thus, we suppose that the long memory behavior detected using the two semi-parametric methods (ELW and GPH). is a
spurious behavior. Then, we use the empirical strategy proposed by Charfeddine and Guégan (2007) to investigate the
true nature of the long range dependence detected in the forward discount series.

The empirical strategy proposed in Charfeddine and Guégan (2007) is as follow: First one start by estimating the dates
of breaks using the Markov switching model. Then, we adjust the data sets from the obtained breaks. After that, we
compare the fractional long memory parameter d before and after adjusting the original series. Finally, we conclude.

4.2 Models with changes in regimes

This subsection introduces briefly the Markov switching model of Hamilton (1989). We say that a process ( ), ), follows

a MS-5MV-AR(0) Markov Switching process with Five States in Mean and Variance and without autoregressive order
if it takes the following form,

yt = lllAvt +uS,
2
where 4, = N(0, o, ) et

Hy = Sy T 1Sy T HySy T 1Sy + HsSs,

) 2 2 2 2
O, =08, 10,8, +038; +0,54 +0555

with S, =1 if 8, = j, et Sj = 0, otherwise, j=1,2,3.4, 5et Pij = Prls, = j/s,, =i] & i ». = 1-Toselect

the appropriate MS-NMV-AR(0) model (N is the number of regimes N=1,2,3.4 or 5). we use the Garcia's test (1998).
the residual analysis, the AIC and the HQ criteria's (not reported here). The results concerning the selected Markov
switching MS-NMV-AR(0) models are reported in table 10.

<Insert table 10>

From this table, it appears that the hypothesis of simultaneously changes in mean and variance is more supported by the
four forward discount series. Moreover, it appears that the data supports the presence of a large number of breaks. Table
11 lists the dates of breaks.

<Inert table 11>

These dates of breaks are selected using the filtered and smoothed probabilities. Table 11 shows also a number of breaks
respectively equal to 13, 11, 10 and 14 for the Euro, Franc Swiss, British Pound and the Canadian dollar currencies
against the U.S dollar. Presence of breaks inside these series is supported by some economics events. The Peso Problem,
the heterogeneity of agents and intervention of central Banks inside exchanges rates markets are generally the major
reasons that cause the presence of breaks.

5. Long range dependence or structural changes models?

This section tries to give an answer for the following question: which process describes the true Data Generated Process
(DGP) of the forward discount series: long range dependence or models with changes in regime. Moreover, one can also
check the possibility that these series are characterized by the presence of these two behaviors. If this later case occurs,
then the forward discount series will be characterized by the presence of long memory behavior which is amplified by
the presence of breaks.

To analyze the true nature of the long memory behavior observed on the forward discount series. We use the empirical
strategies proposed by Charfeddine and Guégan (2007). Once we have selected the breaks dates, the following step
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consists on filtering out these breaks. Then, we re-estimate another one the fractional long memory parameter d from
the adjusted date. Finally, we compare the two estimated parameter d (before and after filtering out the breaks).

<Insert table 12>

The results of the estimated long memory parameter after adjusting the data are reported in table 12 and 13. From these
tables, it appears that there are a significantly difference between these values and those obtained after adjusting the
data from breaks. Using the GPH method and for a frequencies m= T " | the estimated value of d is not significantly
different from zero. Contrary, for higher values of m, we detect the presence of a stationary long memory behavior, see
table 12.

<Insert table 13>

Using the ELW method, see table 13, the results support also the alternative hypothesis of a stationary long memory
behavior. Results seem also to depend on the values of the frequencies m. In all cases, the new fractional estimated long
memory parameter d lies on (0.3, 0.7), contrary to initial data (before adjusting from breaks) where the values of d lies
on (0.55, 1). This means that the long memory behavior observed in the ACF of the forward discount series is a true
behavior which is amplified by the presence of breaks inside these time series.

6. Conclusion

This paper advances some new economics and econometrics explanations for the rejection of the FRU hypothesis. Our
empirical analysis shows that the dependent and independent variables of the equation used to test the FRU Hypothesis
are not integrated with a same order. This is the principal cause of the rejection of the FRU Hypothesis. Also, we have
showed that the forward discount series are subject to many breaks. In that case, changes in regimes are caused by
changes in anticipations, by the presence of risk premium and the peso problem. Moreover, we have showed that the
forward discount series are characterized by the presence of a long range dependence behavior which amplified by the
presence of breaks.
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Notes

1- The use of the logarithmic form allows to avoid the Siegel paradox. Siegel (1972) suggests that the level relationship
must be verified from the two exchanges sides which contradicts the Jensen inequality, E(1/x)> 1/E(x).

2- In the rest of the paper, we concentrate our analysis only in equation (8). Moreover, our analysis is also concentrated
on the forward discount series which is considered as the origin of the forward discount anomaly.

Table 1. Descriptive statistics of s,

EURO/USD CHF/USD UK/USD CAN/USD
Mean 0.066 0.491 0.364 0.341
Median 0.072 0.490 0.374 0.383
Std. Dev 0.138 0.087 0.122 0.104
Skew. -0.134 -0.009 0.064 -0.791
Kurt. 1.632 2.014 1.832 2.371
J-B 32.216 18.614 26.436 55.535
Prob 0.000 0.000 0.000 0.000
Q(12) 4407.8 49413 5029.1 4993.8
Q24 8201.8 9201.8 9270.1 9003.4
Table 2. Descriptive statistics of As,,, == s,
EURO/USD CHF/USD UK/USD CAN/USD
Mean 0.0002 -0.0003 0.0002 -0.0003
Median 0.000 4.1E-05 0.0003 0.0002
Std. Dev 0.014 0.014 0.010 0.009
Skew. 0.024 -0.204 -0.128 0.038
Kurt. 2.943 3.135 3.295 3.613
J-B 0.093 3.074 2.529 6.329
Prob 0.954 0.215 0.282 0.042
Q(12) 8.547 23.478 4.7668 9.2949
Q24 18.960 33.650 13.495 22.414
Table 3. Descriptive statistics of f, —,
EURO/USD CHF/USD UK/USD CAN/USD
Mean 6.91E-05 -0.0003 -0.0004 4.11E-05
Median 5.8E-05 -0.0004 -0.0003 3.85E-05
Std. Dev 0.0003 0.0002 0.0003 0.0002
Skew. 0.101 0.549 -0.306 0.1665
Kurt. 1.521 2.568 1.752 2.328
J-B 36.941 23.081 32.048 9.319
Prob 0.000 0.000 0.000 0.009
Q(12) 4416.8 4649.6 4794.7 4695.5
Q(24) 8145.4 8302.5 8808.3 8308.8
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Table 4. Estimation of the percentage change specification

Stk -5, = +ﬁ(fz _St)+u!+k
t-stat F-stat Q-stats
Currencies a £ B =1 a =, B=1 R? Dw Q(12) Q(24)
0.058 -5.175 -2.807 3.969 0.014 2.045 9.08 21.397
EURO/USD
(0.071) (2.20)
-0.247 -4.561 -2.560 3.302 0.010 1.964 5.581 15.628
CHF/USD
(0.121)  (2.171)
-0.014 -1.702 -1.29 1.406 0.001 1.829 24428  34.098
UK/USD
(0.073) (2.091)
-0.045 -3.377 -1.951 2.57 0.005 2.086 9.977 22.952
CAN/USD
(0.044) (2.243)
t-stat are in parentheses.
Table 5. Results of the ADF Unit Root Test.
Currencies s, 7 fi—s, Asi
EURO/USD -0.457 (0) -0.456 (0) -0.458 (0) -20.10%** (3)
CHF/USD -0.755 (0) -0.755 (0) -0.659 (0) -20.92%** (3)
UK/USD 0.374 (0) 0.376 (0) -1.116 (0) -13.10%** (3)
CAN/USD -0.984 (0) -0.982 (0) -1.909* (0) -22.12%%* (3)

Note: (.) is the number of lag length selected by the (AIC) and the Schwartz criteria.

Critical values of the ADF test at significance level of 1%, 5% and 10% are respectively -2.57, -1.94, -1.61.

* *** indicate that the corresponding statistics are respectively significant at the 10% and 1% levels.

Table 6. Results of the KPSS Unit Root Test.

Currencies s, f f, =, As,,,
EURO/USD 742 (17) 1.610 (16) 0.631%(7) 0.404+%(16)
CHF/USD 52(17) 1518 (17) 1.019 (5) 0.185%*%(17)
UK/USD 201 (17) 1200 (17) 0.517%(7) 0.244%%%(17)
CAN/USD 612 (16) 1.739 (17) 0.674%(5) 0.519%(17)

Note: (.)lag length.

Critical values of the KPSS test at significance level of 1%, 5% and 10% are respectively 0.739, 0.463, 0347.

* % *** indicate that the corresponding statistics are respectively significant at the 10%, 5% and 1% levels.

Table 7. Results of the ADF-GLS Unit Root Test.

Currencies s, f, I, —s, As, .,
EURO/USD 1051 (0) 0.051 (0) -0.509(4) -5.216%%%(10)
CHF/USD -0.931 (0) -0.932 (0) -0.750(6) -6.669%+*(15)
UK/USD 0.850 (3) -0.849 (3) -0.812(5) -9.815%%%(0)
CAN/USD 1230 (0) 0.229 (0) -0.465(3) 7.252%%%(15)

Note: (.) Bandwidth

Critical values of the ADF-GLS test at significance level of 1%, 5% and 10% are respectively -2.58, -1.98, -1.62.

* ¥k k%% indicate that the corresponding statistics are respectively significant at the 10%, 5% and 1% levels.
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Table 8. Estimation of the fractional long memory parameter d using the GPH method.

Currencies EURO/USD CHF/USD UK/USD CAN/USD

T°¢ 0.964 (6.025) 0.899 (8.289) 1.055 (8.953) 1.102 (10.094)
T 0.761 (8.014) 0.735 (8.670) 0.912 (10.742) 1.006 (12.679)
T 0.583 (8.273) 0.535 (8.920) 0.740 (11.586) 0.817 (13.515)

(.) t-stats in parenthesis.

Table 9. Estimation of the fractional long memory parameter using the ELW method.

Currencies EURO/USD CHF/USD UK/USD CAN/USD

T 0.868 (17.316) 0.843 (18.040) 0.816 (17.463) 0.895 (19.153)
T’ 0.821 (18.912) 0.790 (19.522) 0.784 (19.373) 0.883 (21.820)
T 0.802 (22.627) 0.792 (23.973) 0.754 (22.82) 0.882 (26.724)

(.) t-stats in parenthesis.

Table 10. Estimation of the Markov switching model MS-NVM-AR(0) on the forward discount series.

Euro/USD CHF/USD UK/USD CAN/USD
Par. MS-5VM-AR(0) MS-4VM-AR(0) MS-5VM-AR(0) MS-5VM-AR(0)
ul 20.030  (0.000) 0081 (0.000) 0.059  (0.000) 0023 (0.000)
u2 20.020  (0.000) 0068 (0.000) -0.046  (0.000) 20015 (0.000)
u3 0.001 (0.000) 0043 (0.000) 0.036  (0.000) 0002 (0.000)
ud 0.030 (0.000) 0.015  (0.000) -0.016  (0.000) 0.012 (0.000)
15 0.045  (0.000) - 0.007  (0.000) 0.033  (0.000)
o/ 2.8E-5 (0.000) 1.2E-4 (0.000) 4.2B-5 (0.000) 5.1 B-5 (0.000)
o 4.7E-7 (0.000) 1 E-5 (0.000) 1.1 E-5 (0.000) 1.3E-5 (0.000)
ol 1.5E-4 (0.000) 9.6E-5 (0.000) 1.7E-5 (0.000) 3.0 B-5 (0.000)
o ) 1.9E-5 (0.000) 5.5E-5 (0.000) 4.7E-5 (0.000) 2.8E-5 (0.000)
o 5.8E-5 (0.000) - 6.8 E-5 (0.000) 3.2E-5 (0.000)
pll 0.956 0.864 0.887 0.922
P12 0.043 0.035 0.055 0.068
p13 0.001 0.001 0.057 0.009
pla 0.001 - 0.001 0.001
p21 0.069 0.074 0.062 0.058
p22 0.906 0.114 0.938 0.933
P23 0.024 0.011 0.001 0.088
p24 0.001 - 0.001 0.001
P31 0.001 0.018 0.014 0.001
p32 0.010 0.001 0.007 0.025
P33 0.970 0.967 0.951 0.965
p34 0.018 - 0.026 0.009
pal 0.001 0.001 0.001 0.001
P42 0.001 0.001 0.001 0.001
P43 0.015 0.006 0.033 0.009
pa4 0.951 - 0.943 0.980
P51 0.001 - 0.001 0.001
P52 0.001 - 0.001 0.001
P53 0.001 - 0.001 0.001
P54 0.001 - 0.001 0.013
() 1477.95 1541.787 1652.22 1831.97

p-values in parenthesis.
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Table 11. Breaks dates for the forward discount series

EURO/USD CHF/USD UK/USD CAN/USD
1 17:03:1999 20:05:1998 09:12:1998 14:01:1998
2 23:08:2000 15:07:1998 02:06:1999 19:08:1998
3 27:12:2000 20:01:1999 07:03:2001 11:08:1999
4 04:07:2001 10:03:1999 05:09:2001 06:12:2000
5 01: