International Journal of Economics and Finance; Vol. 7, No. 4; 2015
ISSN 1916-971X  E-ISSN 1916-9728
Published by Canadian Center of Science and Education

Test of Policy Ineffectiveness Proposition with Real Expectations for
Turkey

Serdar Kurt'
! Department of Econometrics, Canakkale Onsekiz Mart University, Canakkale, Turkey

Correspondence: Serdar Kurt, Department of Econometrics, Faculty of Economics and Administrative Science at
Biga, Canakkale Onsekiz Mart University, 17200, Biga, Canakkale, Turkey. Tel: 90-286-335-8738-1190. E-mail:
serdarkurt1 0@gmail.com

Received: February 26, 2015 Accepted: March 16, 2015 Online Published: March 25, 2015
doi:10.5539/ijef.v7n4p199 URL: http://dx.doi.org/10.5539/ijef.v7n4p199
Abstract

The purpose of this study is to determine the validity of Policy Ineffectiveness Proposition (PIP) for the study
period in which Inflation Targeting policy is kept transparent and accountability at the forefront. In the study,
seasonally adjusted and seasonally unadjusted data was analyzed with Cobb-Douglas Production Function
(CDPF), Lucas Aggregate Supply Function (LASF), Variance Autoregressive (VAR) and Impulse-Response
Functions. Expectations series are calculated using the real expectations data obtained from the surveys
conducted across the public and private sectors by the central banks.

The simultaneous effects of anticipated and unanticipated expectations of inflation and exchange rate on real
output are tested using CDPF and LASF. In general, the results obtained from CDPF and LASF do not support
the PIP. Looking at the results of VAR analysis, it has been determined that coefficients of anticipated
expectations and some unanticipated expectations are significant. The results of Impulse-Response analysis have
shown that any innovation or shock in unanticipated expectations leads to an increase in anticipated expectations
of inflation. In addition, in the case of a new innovation or shock in the set of information available about the
anticipated expectations, it can be said that it takes between five and eight months for the real sector to
incorporate this update. The results of VAR and Impulse-Response analysis also do not support the PIP.

Keywords: policy ineffectiveness proposition, anticipated and unanticipated expectations, VAR analysis,
rational expectations

1. Introduction

Expectations were first thought to be rational by Muth (1961), who defined the Rational Expectations
Hypothesis more precisely as follows.

...that expectations of firms (or, more generally, the subjective probability distribution of outcomes) tend to be
distributed, for the same information set, about the prediction of the theory (or the "objective" probability
distributions of outcomes) (Muth, 1961, p. 316).

According to the rational expectations hypothesis; while forming their expectations of the future, economic
agents fully use all the existing —albeit scarce - information. Since it is assumed that economic agents do not
make systematic errors, expected values of prediction errors are zero and do not contain autocorrelation.

Lucas (1973) and Sargent and Wallace (1975) developed PIP based on the idea that only the unanticipated
policies are effective on real variables; however anticipated policies have no effect on these variables. Barro
(1977, 1978) who was first to analyse PIP empirically, tested relations of anticipated and unanticipated monetary
policies with unemployment and real output for the US. The results of both of Barro’s studies (1977, 1978)
determined that only unanticipated monetary policies were effective on real output and unemployment. Results
supporting PIP were achieved by Batchelor and Sherif (1980) with seasonally adjusted data for England, by
Wogin (1980) for Canada, by Canarella & Pollard (1989) for 16 Latin American countries, by Khan (2008) with
data that take seasonality into account for Pakistan, and by Komijani et al. (2012) for Iran.

Criticising the method of Barro (1977, 1978), Mishkin (1982) used nonlinear generalized least squares method in
estimation of his equations. The results of Mishkin’s (1982) study using seasonally adjusted data for the US,
Darrat’s (1985) study on Italy, Mohabbat & Al-Saji’s (1991) study on Iraq, Cover’s (1992) study using
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seasonally adjusted data for the US, Marashdeh’s (1993) study on Malaysia, Karras’s (1996) study on 38
countries, Chu and Ratti’s (1997) study on Japan, Begum’s (1997) study on Bangladesh, and Karras and Stokes’
(1999) study using seasonally adjusted data for the US do not support PIP. The results of the study carried out by
Hucket (2003) using seasonally adjusted data for Economic Monetary Union supported PIP for some of the
countries while not supporting others.

Uygur (1983) is prominent in the studies dealing with the Turkish Economy. His study of the validity of the PIP
in the manufacturing industry was investigated with Lucas’ (1973) supply function using quarterly series on the
real expectations calculated through survey data and PIP was rejected. Results not supporting PIP were obtained
by Yamak and Kucukkale’s (1998) study using quarterly data, McGee and Stasiak’s (1985) study using VAR
model, Peker’s (2007) study, and Cochrane’s (1998) model based on VAR using seasonally adjusted monthly
data. On the other hand, Abaan (1987) using quarterly data, and Tanriover and Yamak (2012) using seasonally
adjusted quarterly data obtained results supporting PIP. Bilgili (1999) accepted PIP for quarterly US data but
rejects it for Turkey. In Taban’s (2004), study PIP is supported when narrow money supply (Ml) is used;
however it does not support it when a broader money supply (M2) is used. Hasanov (2006) concluded that for
the quarterly data, PIP is supported when the distinction between unanticipated expansionary and contractionary
monetary policy is rejected, but it isn’t supported when the distinction is recognised. Berument and Ceylan (2010)
investigated the effects of anticipated and unanticipated United States Federal Funds target rate changes on the
domestic interest rates of developed and developing/emerging countries for the period of 1989-2008. Results
provided supporting PIP and suggested unanticipated changes have a greater effect than anticipated changes and
the significant effects are greater in the developed markets than developing/emerging markets. Berument, et al.
(2007) reached the similar results for the Turkish economy. Sulku (2011) tested the long run neutrality of money
for the Turkish economy and monetary aggregates M1, M2, M2Y and M3 applying Fisher and Seater (1993)
ARIMA framework during the period of 1987:01-2006:03. The results hold long run neutrality of money
hypothesis under all alternative monetary aggregates and PIP cannot be rejected. Altunoz (2014) rejected
neutrality of Money hypothesis that suggested by quantity theory of money for 1985-2013 by using unit root,
cointegration and Granger causality tests and nevertheless PIP is rejected. Tugcu (2015) Hatemi-J (2008) tested
Neutrality of Money Hypothesis in Turkey for the period 1960-2012 using cointegration test and concluded that
Neutrality Hypothesis does not hold for Turkey so that PIP hypothesis is rejected.

Based on the above, it is clear that consensus has not been achieved on the effectiveness of anticipated and
unanticipated expectations and the validity of PIP. While the results of some studies support PIP, others do not
and in this regard the topic is still debated. In addition, the PIP test is usually done by derivation of anticipated
and unanticipated expectations through econometric models, although the number of the studies using real data
and surveys are very limited. In this study, adopting a different approach, the anticipated expectations are defined
as modified means of the questionnaires distributed by The Central Bank of the Republic of Turkey (CBRT).
They are not derived using any model or equation. Both seasonally adjusted and unadjusted data are included in
the analysis. Thus, the effect of seasonal adjustments on the results could be observed. In the study period,
inflation targeting monetary policy that the CBRT uses to constantly inform the public, that requires high levels
of independence, transparency and accountability from the CBRT, is implemented. For this reason, the
expectations during this period are predicted to be more anticipated and rational. Also during this period,
inflation is lower and more stable compared to previous periods.

In the first part of the study, the literature associated with the PIP takes part, the second part includes the
examination of the development and change of rationality in the process of inflation targeting in Turkey. In the
third part of the study data and to apply econometric methods have been introduced and the results obtained from
this study are presented in tables. The results obtained from the study have been interpreted and proposals are
offered in the conclusion section.

The aim of the study is to determine the impact of anticipated and unanticipated expectations on real output
using monthly data from 2006:01-2012:12 in which Inflation Targeting policy is kept transparent and
accountability at the forefront. The results obtained from CDPF, LASF, VAR and impulse-response analysis do
not support the PIP.

2. Inflation Targeting and Rationality

The inflation-targeting monetary policy was implemented in the 2002-2014 period in Turkey, and is still being
continued. One of the most important features of the inflation-targeting program is that the CBRT is independent,
transparent, and accountable. A law (Note 1) issued in 2001 ensured that the CBRT was to have instrument
independence; and its transparency and accountability was increased. 4th article of this law emphasizes that the
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main objective of the Central Bank is to maintain price stability and it can directly determine the monetary
policy and monetary policy tools it will use to achieve this objective. Central Bank is has been described as the
only competent and responsible authority to determine the monetary policy instruments and implement monetary
policy. However, it can support the economic growth and employment policies of the government provided that
they do not conflict with price stability goal.

The CBRT - which is independent, transparent and accountable - declares the target rate of inflation to the public
beforehand and which policies it will implement to meet the target. The CBRT is primarily responsible for the
achievement of the target; and if the target is not met the reasons for this should be explained to the public.
Credibility and sustainability of inflation-targeting policy of CBRT is adversely affected if the target is not met.

Although Bade and Parkin (1978) determined that the independence of the central bank has limited impact on
inflation, the study, Bernanke et al. (1999) carried out on 7 countries shows that the increase in independence of
the central bank reduces both the inflation rate and public inflation expectations. Klomp and de Haan (2010)
have used the results of previously conducted 59 studies and determined that the results vary according to
independence indicator, country, period, and model specification and estimation methods however the variety
isn’t derived from independence indicator. The results of meta-analysis carried out using the conclusion of 59
empirical studies presents that independence of central bank have a really significant negative impact on
inflation.
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Note. http://www.tcmb.gov.tr/. Accessed: 28.08.2014.

The inflation-targeting which was implemented implicitly between 2002 and 2005, shifted to explicit from 2006
onwards in Turkey. In case of implicit inflation targeting the central bank targets the inflation implicitly and use
all its opportunities to achieve this goal. As seen in Fig 1 as a result of increase in independency, transparency
and accountability of the central bank, implementation of implicit inflation targeting program has been
successful and inflation has decreased to 8-9% from 70-80%. The inflation rate seared in this level of inflation
and it became hard to reduce inflation below these levels. Explicit inflation targeting policy was adopted enable
further reduce in inflation.

In the case of the CBRT being transparent and accountable, inflation rate targets being declared beforehand,
clarification on which policies will be implemented to meet the target, and - if the target is not met, -what steps
will be taken, it is believed that expectations will be more rational because the CBRT informs and updates the
public consistently. Moreover, after 2006 the inflation rate volatility fell and subsequently stabilized; hence
became easier and more accurate to estimate the more stable inflation rate. For this reasons, expectations are
expected to be more rational and support PIP in the period after 2006.

3. Econometric Analysis and Data

The effects of the real anticipated and unanticipated survey expectations series on real variables are analysed
with monthly data for the period of 2006:01-2012:12 when inflation targeting was implemented in the Turkish
economy. Both seasonally adjusted and unadjusted series are used in the analysis. All the variables used in the
analysis were collected from the CBRT Electronic Data Delivery System. Modified mean (Note 2) values
obtained from surveys conducted by the CBRT were used as anticipated series of expectations. Anticipated
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monthly (py,), annual (twelve months, py), and year-end (py,) inflation expectation of CPI (Consumer Price
Index), and anticipated monthly (er;) and year-end (ery:) expectation of exchange rate of US Dollar are
included in the data.

Unanticipated inflation values were obtained by subtracting anticipated rate of inflation from the inflation rate (p)
calculated using CPI (2003=100) index of realisation values, and unanticipated exchange rate were obtained by
subtracting anticipated exchange rate from the exchange rate (er) of US Dollar .

Accordingly, monthly (p;* = p,, — py,), annual (twelve months) (py* = p,, — py) and year-end (py¢ = py. —

Pye) values of unanticipated inflation expectations, and monthly (ery¢* = ery,, — erye), year-end (erys* = ery,, —
erye) values of unanticipated exchange rate expectation are calculated.

In the economic growth equation, growth rate of industrial production index (2010 = 100) as real output (y),
growth rate of intermediate goods (Note 3) production index as the capital (k), and growth rate of labour force as
labour (1) data are used. To take the effects of the Global Financial Crisis into account, the Crisis variable D, is
formed by specifying the period 2008:12-2009:03 when the effects of the crisis were the most intense as 1 and
the other periods as 0.

3.1 Augmented Dickey-Fuller (ADF) Test

In this study, whether variables are stationary or not is significant in two respects. First, the variables used in the
time series analysis should be stationary and should not contain unit root to prevent spurious regressions. In the
event of lack of stationary of variables and spurious regression estimates, the estimations and the equation results
won't be reliable. Secondly, non-stationary series show Random Walk property. Determining the future values of
such series or estimating is difficult. Stationary series are predictable because they disperse around a certain
mean with fixed variance. Stationary of series means series can be estimated easily by individuals with rational
expectations. One of the most basic and widely used tests to investigate whether or not the variables are
stationary is the ADF test.

The ADF test was developed by Dickey and Fuller (1979, 1981). For a variable Y, stationarity of which is
investigated in the ADF test, none, intercept and intercept and trend models are as follows:

AY= th—1+Z?=1 a;AY;; + e, (None) (1
AY,= ag+ p Yo +XE @AY, + e, (Intercept) ®)]
AY,= ag+T + p Yt_1+2f=1 a;AY;_; + e; (Intercept and Trend) 3)

An optimal lag length of the dependent variable is located on the right side of the equations as an explanatory
variable in order to eliminate autocorrelation. Modified Akaike Information Criterion is used to determine the
optimal lag length in the equation. If t statistics calculated for coefficient of ¢, is greater than the MacKinnon
(1996) table value, the null hypothesis, which expresses that the series is non-stationary, is rejected, so the series
is stationary. Otherwise, the null hypothesis cannot be rejected and it is determined that the series is
non-stationary.

Table 1. ADF test (seasonally unadjusted)

Variables None Intercept Intercept and Trend
y -13.32(0)* -13.32 (0)* -13.25(0)*
k -5.27(2)*° -5.24(2)* -5.20 (2)*

l -0.74 (11) -3.43(0)* -3.44 (0)°
pa -0.25 (11) -5.32(0)* -5.30 (0)*
Pl -8.77 (0)* -8.72(0)* -8.68 (0)*
p? -0.24 (1) 378 (D) 23,70 (1)°
py* -1.98 (0)° -2.41 (0) -2.69(0)
Pye -0.41 (0) -2.86 (0)° -3.02 (0)
| 2 -2.85(0)* -2.81(0)° -2.74 (0)
ers, 225()° -2.33(1) -2.39(1)

eryl -7.91 (0)* -7.99 (0)* -7.97 (0)*
ery, 22.10(2)° -2.12(2) -2.26 (2)
ery. -7.35(0)* -7.40 (0) * -7.340)®

Note. a, b, c respectively significant at %1, %5 and %10. The values in parentheses are the optimal lag length. Maximum lag is 11.
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As shown in Table 1, all the seasonally unadjusted variables are significant 1(0) at 5% namely stationary. All
variables can be used in the analysis and the predictability of the series is high.

Table 2. ADF test (seasonally adjusted)

Variables None Intercept Intercept and Trend
396 (2)° -4.02(2)*° -401(2)°
-3.08(5)* 3.17(5)° -32005)°
l -1.25(5) -4.53(1)*° -4.56(1)*°
P -0.29(3) -445(1)° -4.51(1)*
Pl -4.72 (2)* -4.69(2)*° -2.40 (7)
Py -0.00(11) 3.25(1)° -3.17 (D¢
py° -1.73 (10)° -2.38(0) -2.66 (0)
Pye -0.65(1) 2.89(1)° -3.21 ()¢
Pye -2.66 (0)* -2.67(0)° -2.58 (0)
erd, -3.03 (6)* -7.36 (0)* -7.32(0)*
eryt -2.60 (7)* -2.61(7)° -4.50 (2)*
ery, -2.82(6)" -2.81(6)° -6.32 (0)*
erys 5530 (2)* -4.89 (2)* -3.95(2)°

Note. a, b, ¢ respectively significant at %1, %5 and %10. The values in parentheses are the optimal lag length. Maximum lag
is 11.

In Table 2, all the seasonally adjusted variables except py* were found to be 1(0) and statistically significant at
5%, so variables are stationary. py® was significant at 10%. Again, all the seasonally adjusted variables can be
used in the analysis and future values of series can be estimated easily by individuals with rational expectations.

3.2 Determining the Impact of Anticipated and Unanticipated Expectations on Real Output

Cobb and Douglas’ (1928) Production Function and LASF can be used to determine the effects of anticipated
and unanticipated expectations on the level of real output.

3.2.1 Cobb-Douglas Production Function

CDPF is one of the most well-known and commonly used production functions. CDPF can be used in
investigation of the effect of anticipated and unanticipated inflation on real output. CDPF function can be written
as follows.

Y, = AKP'1F? Q)
Here Y is real output, K is capital, L is labour, B, is the impact of capital on output, 3, is the effect of labour on
output, A is total factor productivity, and t is time notation. CDPF indicates that production amount varies

depending on capital and labour variables. In order to be able to predict the function, the logarithms of both sides
of the equation are taken and the equation is written as follows.

logY, = logA + 1 logK;+B2 logL; 5)
Time derivative or difference of both sides is taken to convert the equation to growth equation. In this case the
growth equation can be written as follows.

AlogY, = AlogA + B1 AlogK, + B2 AlogL, 6)

In the equation, AlogY refers to the growth rate of real output, AlogK to growth rate of capital and AlogL to
growth rate of labour. When anticipated and unanticipated expectations are included in the equation,

AlogY, = AlogA + B1 AlogK, + B2 AlogL, + &6 E(pelle—i) + v [pe — E(pelle-:)] @)

Inflation expectations of t period, estimated with available data seti period before is expressed as E (p;|I;_;),

the impact of anticipated expectations on real output as §, the level of inflation during period t as p;, t period
inflation expectation which is unanticipated i terms before as [p, — E(p:|l;—;)] and the impact of
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unanticipated expectations on real output as y. When the equation is rearranged in order to simplify it, we get;

Ve =Po+BLlkc+ B2l +p! +ypi® +u )]
Here, y, = AlogY;, o = AlogA, k. = AlogK,, 1 = AlogL;, p¢ = E(pll—), pt® =pe — E(@clle-i), ue
random error term.

In Tables 3 and 4, CDPF is estimated for inflation and exchange rate with seasonally adjusted and unadjusted
data.

In Table 3, CDPF is estimated for inflation expectations with both seasonally adjusted data and seasonally
unadjusted data. The coefficients of variable k are found to be significant in all the equations while [ is
significant only for seasonally unadjusted variables. pf is significant in all the seasonally adjusted equations
and for seasonally unadjusted monthly prediction of inflation expectation, and p}® is statistically insignificant
in all the equations.

Crisis dummy is statistically more significant in seasonally adjusted data than seasonally unadjusted one. No
equation includes autocorrelation however it can be seen in the table that seasonal adjustment reduces
coefficients of determination in equations and disrupts homoscedasticity and normal distribution. Whether it is
estimated using seasonally adjusted or seasonally unadjusted data, in all cases any evidence supporting PIP could
not be found.

Table 3. CDPF with inflation expectation

. Seasonally Unadjusted Seasonally Adjusted
Variables
E@elli—1) E@elli—12) E(ptllye) E@elli—y) E@elli—12) E(ptllye)
K 0.9266" 0.9332° 0.9342° 0.3078" 0.3014* 0.3015*
(25.30) (24.75) (24.88) 9.01) (9.18) 9.14)
. -0.5035¢ -0.5902° -0.5583" 0.2940 0.1107 0.0714
(-1.94) (-2.30) (-2.16) (0.65) (0.25) (0.17)
@ 0.0182° 0.0053 0.0031 -0.0228"° -0.0068" -0.0044°
Pe (2.11) (1.31) (1.46) (-2.52) (-2.86) (-3.63)
ua -0.0062 -0.0022 -0.0002 -0.0012 -0.0014 -0.0011
b (-1.36) (-1.32) (-0.09) (-0.35) (-1.46) (-1.12)
D -0.0192 -0.0256° -0.0232° -0.0335* -0.0251° -0.0287°
¢ (-1.46) (-1.93) (-1.76) (-4.33) (-3.34) (-3.87)
c -0.0092 -0.0295 -0.0210 0.0187° 0.0526" 0.0387*
(-1.39) (-1.08) (-1.21) (2.99) (3.29) (3.92)
R’ 0.90 0.90 0.90 0.62 0.65 0.65
DWW 232 231 2.26 1.91 2.10 2.00
LM 235 2.05 1.58 0.16 1.00 0.25
[0.13] [0.15] [0.21] [0.69] [0.32] [0.62]
0.67 0.16 0.13 10.23 6.57 4.70
ARCH
[0.42] [0.69] [0.72] [0.00] [0.01] [0.03]
B 3.25 1.58 1.53 31.10 36.19 38.19
[0.20] [0.46] [0.47] [0.00] [0.00] [0.00]
n 83 83 83 83 83 83

Note. a, b, ¢ respectively significant at %1, %5 and %10. The values in parentheses are calculated t statistics. The values in square brackets
are probability values. Crisis dummy D, has been added to the equations.
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Table 4. CDPF with exchange rate expectation

Seasonally Unadjusted Seasonally Adjusted
Variables
E(er|l;_1) E(ert |1ye) E(er|l;_1) E(ert |1ye)
k 0.9212* 09186 0.3162° 0.3137°
(25.35) (24.62) (9.05) (9.11)
I -0.6417° -0.5212° 0.2658 0.2930
(-2.52) (-1.96) (0.57) (0.63)
“ 0.1640° -0.0191 -0.0607 -0.1133°
er (2.26) (-021) (-1.29) (-2.00)
wa -0.0002 0.0005 0.0001 0.0001
ere (-0.61) (1.29) (0.03) (-0.01)
D -0.0276" -0.0228° -0.0283* -0.0288*
i (-2.11) (-1.70) (-3.61) (-3.76)
c 0.0029 0.0037 0.0036° 0.0037°¢
(1.00) (1.23) (1.73) (1.81)
R? 0.90 0.90 0.60 0.61
DW 2.25 2.24 1.85 1.86
LM 1.43 1.27 0.00004 0.0016
(0.24) (0.26) (0.99) (0.97)
1.68 0.24 5.67 4.07
ARCH
(0.20) (0.62) (0.02) (0.05)
B 1.39 1.65 33.86 28.51
(0.50) (0.44) (0.00) (0.00)
n 83 83 83 83

Note. a, b, ¢ respectively significant at %1, %5 and %10. The values in parentheses are t statistics. The values in square brackets are
probability values. Crisis dummy D, has been added to the equations.

Cobb-Douglas Production equations have been estimated for Exchange Rate Expectation in Table 4. Similar
results with Table 3 were obtained in anticipated and unanticipated Exchange Rate Expectation for one month
before and the year-end. Consequently PIP is rejected.

3.2.2 Lucas Aggregate Supply Function

Lucas (1973) suggested that a change in the level of real output basically occurs only in an unanticipated change,
namely in case of a surprise, and described this with the following equation.

ye=a+vy[pe —E@l-d]l + Ay +e 1A <1 ©

Ye=a+ypitt Ay te (10)

Here y, and y,_; respectively refer to change in real production level in t and t — 1 period, p; to inflation
level in t period, pf® to unanticipated expectations, @, y and A to coefficients of equation, and &; to

random error term. In this model, it is stated that whether unanticipated expectations are effective on real output
can be investigated.

In Tables 5 and 6, LASF is estimated for inflation and exchange rate with seasonally adjusted and unadjusted
data.

When the equations estimated for LASF are examined, it is seen that except for seasonally adjusted estimation
for the 12 months before, in all the equations, unanticipated inflation expectations are statistically insignificant,
so PIP is not supported. In general, although one lag of the dependent variable takes part on the right side of the
equation as the dependent variable, the problem of autocorrelation has been seen. Although problems of
heteroscedasticity and normal distribution do not occur in estimations formed with seasonally unadjusted
variables, problems of heteroscedasticity and normal distribution are experienced in estimations with seasonally
adjusted variables. However, the crisis dummy variable has gained significance at higher levels in seasonally
unadjusted equations. Coefficients of determination of equations decreased significantly in LASF.
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Table 5. LASF with inflation expectation

Seasonally Unadjusted Seasonally Adjusted
Variables
E@dli1)  E@elli_12) E(ptllye) E@clli—1)  E@elli_12) E(pt|lye)
-0.4151° -0.4191° -0.4187* -0.0705 -0.1342 -0.0623
Vi1 (-4.00) (-4.03) (-4.03) (-0.63) (-1.21) (-0.55)
va 0.0075 -0.0027 0.0032 -0.0010 -0.0033° -0.0006
P (0.63) (-0.60) (0.69) (-0.21) (-2.44) (-0.41)
D -0.0717°¢ -0.0750"° -0.0700° -0.0437* -0.0475° -0.0440°
¢ (-1.91) (-2.01) (-1.86) (-3.70) (-4.15) (-3.72)
c 0.0105 0.0150 0.0090 0.0057° 0.0112" 0.0060°
(1.30) (1.39) (1.07) (2.30) (3.41) (2.33)
R? 0.19 0.19 0.19 0.16 0.22 0.16
DW 2.09 2.08 2.09 1.70 1.67 1.70
M 3.54 3.33 3.31 15.26 11.09 15.47
(0.06) 0.07) 0.07) (0.00) (0.00) (0.00)
ARCH 0.46 0.64 0.42 3.70 2.84 3.83
(0.50) (0.43) (0.52) (0.06) (0.10) (0.05)
- 1.15 1.64 1.16 506 514 471
(0.56) (0.44) (0.56) (0.00) (0.00) (0.00)
n 82 82 82 82 82 82

Note. a, b, ¢ respectively significant at %1, %5 and %10. The values in parentheses are t statistics. The values in square brackets are

probability values. Crisis dummy D, has been added to the equations.

Table 6. LASF with exchange rate expectation

Seasonally Unadjusted Seasonally Adjusted
Variables
E(er|l;_1) E(ert|1yg) E(ere|li—1) E(ert|1yg)
-0.4133° -0.4162° -0.0724 -0.0808
Y1 (-3.93) (-3.96) (-0.65) (-0.69)
wa -0.0002 -0.0001 -0.0001 0.0005
er
¢ (-0.15) (-0.04) (-0.11) (0.27)
D -0.0740° -0.0740° -0.0436" -0.0441°
€ (-1.98) (-1.97) (-3.69) (-3.68)
c 0.0106 0.0107 0.0057° 0.0058"
(1.29) (1.30) (2.30) (2.31)
R’ 0.18 0.18 0.16 0.16
DW 2.09 2.08 1.69 1.70
3.53 3.22 16.29 15.94
LM
(0.06) (0.08) (0.00) (0.00)
0.56 0.57 3.64 349
ARCH
(0.46) (0.46) (0.06) (0.07)
B 1.44 1.46 494 488
(0.49) (0.48) (0.00) (0.00)
n 82 82 82 82

Note. a, b, ¢ respectively significant at %1, %5 and %10. The values in parentheses are t statistics. The values in square
brackets are probability values. Crisis dummy D, has been added to the equations.

Almost the same results were obtained in the equations, estimated for exchange rate. In general, efficient results
could not be achieved with LASF.

3.2.3 VAR and Impulse Response

Lucas (1986) has stated that economic agents are dependent to economic output of the adaptive learning process
until they collect enough information about the economy. Orphanides and Williams (2005) said that they can
model the expectations of economic agents in the form of a VAR system. Whether lagged values of policy
variables are significant is investigated in the studies of McGee and Stasiak (1985), Marashdeh (1993), Yamak

206



www.ccsenet.org/ijef International Journal of Economics and Finance Vol. 7, No. 4; 2015

and Kiiciikkale (1998), Peker (2007), Khan (2008), Komijani et al. (2012). In this study, the significance of the
lagged effects of anticipated and unanticipated expectations is investigated by the VAR analysis. In addition, the
effects of shocks in expectation variables on the real variables of investigated using impulse response analysis
are investigated.

Sims (1980) was the first to develop the VAR analysis. According to Sims (1980), grouping the variables as
endogenous and exogenous is not required. Therefore all of the variables in the VAR analysis are accepted as
endogenous. For example; a VAR model with y,, pg, p® variables can be displayed as follows.

Vi Aqo A (L) App(L)  Ags(L) Ve ¢
pé = |Ay| 4 [40(L) Ap(L) Ayl pi | +|ez mn
p%ta kx1 A30 kx1 A31(L) ASZ(L) A33(L) kxk pya kx1 €3¢ kx1

Here, A;; is the independent variable coefficient, k is the number of variables in the VAR system, so that here k
is 3, L is lag operator, t is time notation (t = 1,.....,T), and e;; is random error terms of equations. In VAR
analysis both the variables used in the analysis and VAR system should be stationary. Stationarity of the
variables was investigated by the ADF test. All the variables are stationary and can be used in VAR systems.
Stationarity of all VAR systems was examined with inverse roots of AR characteristic polynomial and all
systems were found to be stationary. The length of the lag in the VAR system is calculated using Final Prediction
Error (FPE) information criterion.

The dependent variable in the first equation is y,. For example, collectively, significance of lagged coefficients
of pg variable can be tested with Hyq:A;,(L) =0. Collective significance of lagged coefficients of pp®
variable on the other hand can be tested with Hp,: A;3(L) =0. x? or F-tests can be used for testing these
hypotheses. y? was used in this study. If Hy, is rejected, it is concluded that anticipated expectations are
effective on real variables; if H,; is not rejected then they are not effective. If Hy, is rejected it is accepted that
unanticipated expectations are effective on real variables; if Hy, is not rejected they are not effective. If
anticipated expectations are effective on real variables or unanticipated expectations are not effective on real
variables, then the PIP hypothesis would have been rejected.

Table 7. VAR without dummy crisis

. Seasonally Unadjusted Seasonally Adjusted
Variables
Hoy: A1 (L) =0 Hyp: Ay3(L) =0 Hoy: A1 (L) =0 Hop: Ay3(L) =0

E®¢ll-1) 20.49 (3)° 4.27 (3) 2.35(1) 0.07 (1)
E®¢ll;—12) 833 (2)° 0.90 (2) 12.36 (2)* 0.15(2)
E(pe|lye) 7.99 (1)® 0.03 (1) 1111 (1)® 1.20 (1)
E(ery|I;_1) 2.84(1)° 3.81(1)° 8.35(1)* 0.03 (1)
E(er|lL,e) 4.90 (1)° 1.40 (1) 12.79 (1)* 0.06 (1)

Note. Coefficients are y? statistic value calculated for hypotheses. a, b, ¢ respectively significant at %1, %5 and %10. The
values in parentheses are optimal lag length of VAR system. Maximum lag is 6.

The rows in Table 7 and Table 8, respectively, refer to a month before the time period t for inflation, twelve
months before and the end of the year expectations, and a month before the time period t for exchange rate and
the end of the year expectations. VAR equations including anticipated and unanticipated expectations were
estimated for each of these expectation periods. Columns on the other hand include ¥? values calculated for
Hy; and Hy, hypotheses. Table 7 shows the results of the VAR equation which does not include the Crisis
dummy, while the results in Table 8 show the VAR equation including the Crisis dummy. As seen in Table 7,
whether seasonally adjusted or not, in general coefficients of anticipated expectations are collectively found to be
significant. Coefficients of both anticipated and unanticipated expectations for monthly exchange rate
expectations were found to be statistically significant. The results do not support the PIP.
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Table 8. VAR with dummy crisis

Seasonally Unadjusted Seasonally Adjusted

Variables
Hyi: Agp (L) =0 Hop: Ag3(L) =0 Hyi: Agp (L) =0 Hyp: Ag5(L) =0

E(pell:-1) 26.24 (5)° 13.51(5)° 5.18 (1)° 2.25(1)
E@elli-12) 454 (2) 1.67 (2) 17.07 (3)* 3.88(3)
E(pe|lye) 6.59 (1)* 0.001 (1) 11.17 (1) 3.09 (1)¢
E(er|l,_y) 1.37 (1) 431 (1) - (0) -(0)
E(er|lLe) 2.85(1)° 1.10 (1) 9.48 (1)* 0.11 (1)

Note. Coefficients are y? statistic value calculated for hypotheses. a, b, ¢ respectively significant at%]1, %5 and %10. The values in
parentheses are optimal lag length of VAR system. Maximum lag is 6.

In the case of the addition of the Crisis dummy to equations, almost the same results were obtained. Conversely,
when seasonal adjustment is applied for the monthly exchange rate expectation, optimal lag length of the
variables became zero and as a result VAR could not be estimated. In results including seasonally unadjusted
monthly exchange rate expectations, coefficients for anticipated expectations compatible with the ineffectiveness
of the policy are found to be insignificant, and for unanticipated expectations they are significant; however
first-degree autocorrelation is found in equations. In overall evaluation of Table 8, PIP is rejected.

Impulse-response analysis shows how the other variables respond to innovation or shock in the variables in the
VAR system. The VAR system can be written in a different way as follows;

Xt = AO + A1Xt_1 + AZXt—Z + ... +Ath_m + € (12)

Here, X, represents a vector of kx1 (3x1) size formed of y,, pg, pi® variables, A, is constant term vector
in kx1 size, A; is coefficients matrix in size of kxk (for everyi=1,...m), m is optimal lag, and e; is
random error terms in size of kx1.

VAR system can be written as MA(«) as follows,

Xe = U+ Y50 Dsers =+ Doey + Dyep_ 1 + Drer_p + Piep 3 (13)
and impulse-response function can be written as follows;
— aXi,t+n
Pn = e (14)

The equation expresses response of variable i in period t+n to one-time innovation or shock on variable j in
period t. The following figures show the responses of variable i to Cholesky one standard deviation innovation or
shock on variable j with + 2 standard error. Statistically significant impulse-responses are given in Figure 2 and
Figure 3.
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Figure 2a. Response of pg to pp* on E(p.|l;_1)
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Figure 2b. Response of p? to pi? on E(p|li—12)

Figure 2 shows that in both one month and twelve months before, any innovation or shock that occurs in
unanticipated expectations results in an increase of anticipated expectations of inflation. This reaction represents
the process of adaptation of expectations to the shock for the last three periods in monthly expectations, for the
five periods in annual expectations and then blurs. When it is considered that unanticipated and anticipated
expectations are complementary to each other in the event of new information entry to available information set,
it is normally expected that anticipated inflation updates itself.
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Figure 3a. Response of y;, to p on E(p:ll;—13)
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Figure 3b. Response of y, to pg on E(pt|1ye)
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Real output response to an innovation or shock occur sin anticipated expectations with decline. This situation can
be interpreted as where, in the event of a sudden increase in inflation expectations, real production tends to
decline. The impact of this shock on real output lasts for five months in twelve-month inflation expectations and
seven months in year-end inflation expectation. In the event of information flow to the existing information set
about anticipated expectations, namely a sudden update in expectations of economic agent, the adaptation of the
real sector to this update can be said to take about five to eight months.

209



www.ccsenet.org/ijef International Journal of Economics and Finance Vol. 7, No. 4; 2015

4. Conclusion

According to the PIP suggested by Lucas (1973) and Sargent and Wallace (1975), only unanticipated changes in
expectations will affect real economic variables. In this study, the PIP hypothesis has been investigated for the
study period in which inflation targeting policy which retained transparency and accountability in terms of
monetary policy at the forefront is implemented using both seasonally adjusted and seasonally unadjusted data
with CDPF, LASF, VAR and Impulse-Response analysis.

A survey of expectations conducted by the CBRT has been taken as the anticipated expectation series.
Anticipated expectations are modified mean of one month before, twelve months before and year-end survey
expectations of inflation rate of CPI and one month before, and year-end estimations of the exchange rate.
Unanticipated expectations are the difference in anticipated expectations from the realization values. Stationarity
of the variables used in the study is examined with the ADF unit root test. All the seasonally unadjusted and
adjusted variables are stationary at I1(0) level. All variables can be used in the analysis and can be estimated
easily by individuals with rational expectations.

The simultaneous effect of anticipated and unanticipated expectations of inflation and exchange rate on real
output was tested with CDPF. In general, the results obtained from CDPF do not support the PIP. The results of
LASF which tests the simultaneous effect of unanticipated expectations of inflation and exchange rate on real
output equations do not support the PIP either. Also, the overall evaluation shows that seasonal adjustment
decreases coefficients of determination of the estimated equations, and normal distribution and homoscedasticity
is adversely affected.

The results of VAR analysis taking lagged variables of anticipated and unanticipated expectations of inflation
and exchange rate on real output into account confirm that coefficients of anticipated expectations and some
unanticipated expectations are statistically significant and acceptable. The results of impulse-response analysis
have demonstrated that any innovation or shock that occurred in unanticipated expectations led to an increase in
anticipated expectations of inflation. In addition, in the event of innovation or shock in the existing information
set about anticipated expectations of economic agents, namely a sudden information input to the existing
information set, it can be said that it takes between five and eight months for the real sector to adapt to this
update. The results of VAR and Impulse-Response analysis also do not support the PIP. These results are
compatible with the studies of Yamak and Kucukkale (1998), Peker (2007), Altunoz (2014), ve Tugcu (2015).

Overall evaluation of the study suggests that the results obtained on the basis of anticipated and unanticipated
expectation series calculated using surveys conducted by the Central Bank with seasonally adjusted and
unadjusted data under the inflation targeting policy implemented during the study period do not support the PIP.
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Notes
Note 1. Law No 4651 issued on 25.04.2001.
Note 2. The results of analyses using arithmetic mean support and are consistent with the results of this study.

Note 3. In estimates using capital goods as lower coefficients of determination than intermediate goods, more
autocorrelation and heteroscedasticity problems were encountered and significance of all the independent
variables were adversely affected. Intermediate goods are therefore preferred.
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Appendix A
CBRT explains The Modified Mean, Outlier, Extreme Outlier as follows.

“The Modified Mean: It is a statistic computed as a result of data analysis and elimination of observations
Jjudged to be atypical to develop an appropriate indicator of central tendency of a distribution. The modified
mean is determined among statistics such as the arithmetic mean, the median, the mode, the mean computed by
excluding outliers and extreme outliers as well as the trimmed mean by analyzing outliers and extreme outliers.
If skewness and kurtosis values are close to those of a normal distribution, the arithmetic mean is regarded as
the modified mean. If atypical values are identified in the distribution, the modified mean is computed by taking
the arithmetic average after excluding outliers and extreme outliers. If skewness is relatively high, the median, if
kurtosis is relatively high, meaning that the expectations are concentrated around a specific value, the mode is
regarded as the modified mean” (CBRT, 2013, p. 2-3).

“Outlier: Values smaller than QI-1.5*(Q03-01) and greater than Q3+1.5*(03-01); where QI:Lower Quartile
and Q3: Upper Quartile, computed by Tukey's Hinges method are defined as outliers” (CBRT, 2013, p. 3).

“Extreme Outlier: Values smaller than QI1-3*(0Q3-Q1) and greater than Q3+3*(Q3-Ql); where QI:Lower
Quartile and Q3: Upper Quartile, computed by Tukey's Hinges method are defined as extreme outliers” (CBRT,
2013, p. 3).
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