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Abstract 

The purpose of this study is to determine the validity of Policy Ineffectiveness Proposition (PIP) for the study 
period in which Inflation Targeting policy is kept transparent and accountability at the forefront. In the study, 
seasonally adjusted and seasonally unadjusted data was analyzed with Cobb-Douglas Production Function 
(CDPF), Lucas Aggregate Supply Function (LASF), Variance Autoregressive (VAR) and Impulse-Response 
Functions. Expectations series are calculated using the real expectations data obtained from the surveys 
conducted across the public and private sectors by the central banks. 

The simultaneous effects of anticipated and unanticipated expectations of inflation and exchange rate on real 
output are tested using CDPF and LASF. In general, the results obtained from CDPF and LASF do not support 
the PIP. Looking at the results of VAR analysis, it has been determined that coefficients of anticipated 
expectations and some unanticipated expectations are significant. The results of Impulse-Response analysis have 
shown that any innovation or shock in unanticipated expectations leads to an increase in anticipated expectations 
of inflation. In addition, in the case of a new innovation or shock in the set of information available about the 
anticipated expectations, it can be said that it takes between five and eight months for the real sector to 
incorporate this update. The results of VAR and Impulse-Response analysis also do not support the PIP. 

Keywords: policy ineffectiveness proposition, anticipated and unanticipated expectations, VAR analysis, 
rational expectations 

1. Introduction 

Expectations were first thought to be rational by Muth (1961), who defined the Rational Expectations 
Hypothesis more precisely as follows. 

…that expectations of firms (or, more generally, the subjective probability distribution of outcomes) tend to be 
distributed, for the same information set, about the prediction of the theory (or the "objective" probability 
distributions of outcomes) (Muth, 1961, p. 316). 

According to the rational expectations hypothesis; while forming their expectations of the future, economic 
agents fully use all the existing –albeit scarce - information. Since it is assumed that economic agents do not 
make systematic errors, expected values of prediction errors are zero and do not contain autocorrelation. 

Lucas (1973) and Sargent and Wallace (1975) developed PIP based on the idea that only the unanticipated 
policies are effective on real variables; however anticipated policies have no effect on these variables. Barro 
(1977, 1978) who was first to analyse PIP empirically, tested relations of anticipated and unanticipated monetary 
policies with unemployment and real output for the US. The results of both of Barro’s studies (1977, 1978) 
determined that only unanticipated monetary policies were effective on real output and unemployment. Results 
supporting PIP were achieved by Batchelor and Sherif (1980) with seasonally adjusted data for England, by 
Wogin (1980) for Canada, by Canarella & Pollard (1989) for 16 Latin American countries, by Khan (2008) with 
data that take seasonality into account for Pakistan, and by Komijani et al. (2012) for Iran. 

Criticising the method of Barro (1977, 1978), Mishkin (1982) used nonlinear generalized least squares method in 
estimation of his equations. The results of Mishkin’s (1982) study using seasonally adjusted data for the US, 
Darrat’s (1985) study on Italy, Mohabbat & Al-Saji’s (1991) study on Iraq, Cover’s (1992) study using 
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seasonally adjusted data for the US, Marashdeh’s (1993) study on Malaysia, Karras’s (1996) study on 38 
countries, Chu and Ratti’s (1997) study on Japan, Begum’s (1997) study on Bangladesh, and Karras and Stokes’ 
(1999) study using seasonally adjusted data for the US do not support PIP. The results of the study carried out by 
Hucket (2003) using seasonally adjusted data for Economic Monetary Union supported PIP for some of the 
countries while not supporting others. 

Uygur (1983) is prominent in the studies dealing with the Turkish Economy. His study of the validity of the PIP 
in the manufacturing industry was investigated with Lucas’ (1973) supply function using quarterly series on the 
real expectations calculated through survey data and PIP was rejected. Results not supporting PIP were obtained 
by Yamak and Kucukkale’s (1998) study using quarterly data, McGee and Stasiak’s (1985) study using VAR 
model, Peker’s (2007) study, and Cochrane’s (1998) model based on VAR using seasonally adjusted monthly 
data. On the other hand, Abaan (1987) using quarterly data, and Tanrıover and Yamak (2012) using seasonally 
adjusted quarterly data obtained results supporting PIP. Bilgili (1999) accepted PIP for quarterly US data but 
rejects it for Turkey. In Taban’s (2004), study PIP is supported when narrow money supply (M1) is used; 
however it does not support it when a broader money supply (M2) is used. Hasanov (2006) concluded that for 
the quarterly data, PIP is supported when the distinction between unanticipated expansionary and contractionary 
monetary policy is rejected, but it isn’t supported when the distinction is recognised. Berument and Ceylan (2010) 
investigated the effects of anticipated and unanticipated United States Federal Funds target rate changes on the 
domestic interest rates of developed and developing/emerging countries for the period of 1989-2008. Results 
provided supporting PIP and suggested unanticipated changes have a greater effect than anticipated changes and 
the significant effects are greater in the developed markets than developing/emerging markets. Berument, et al. 
(2007) reached the similar results for the Turkish economy. Sulku (2011) tested the long run neutrality of money 
for the Turkish economy and monetary aggregates M1, M2, M2Y and M3 applying Fisher and Seater (1993) 
ARIMA framework during the period of 1987:01-2006:03. The results hold long run neutrality of money 
hypothesis under all alternative monetary aggregates and PIP cannot be rejected. Altunoz (2014) rejected 
neutrality of Money hypothesis that suggested by quantity theory of money for 1985-2013 by using unit root, 
cointegration and Granger causality tests and nevertheless PIP is rejected. Tuğcu (2015) Hatemi-J (2008) tested 
Neutrality of Money Hypothesis in Turkey for the period 1960-2012 using cointegration test and concluded that 
Neutrality Hypothesis does not hold for Turkey so that PIP hypothesis is rejected.  

Based on the above, it is clear that consensus has not been achieved on the effectiveness of anticipated and 
unanticipated expectations and the validity of PIP. While the results of some studies support PIP, others do not 
and in this regard the topic is still debated. In addition, the PIP test is usually done by derivation of anticipated 
and unanticipated expectations through econometric models, although the number of the studies using real data 
and surveys are very limited. In this study, adopting a different approach, the anticipated expectations are defined 
as modified means of the questionnaires distributed by The Central Bank of the Republic of Turkey (CBRT). 
They are not derived using any model or equation. Both seasonally adjusted and unadjusted data are included in 
the analysis. Thus, the effect of seasonal adjustments on the results could be observed. In the study period, 
inflation targeting monetary policy that the CBRT uses to constantly inform the public, that requires high levels 
of independence, transparency and accountability from the CBRT, is implemented. For this reason, the 
expectations during this period are predicted to be more anticipated and rational. Also during this period, 
inflation is lower and more stable compared to previous periods. 

In the first part of the study, the literature associated with the PIP takes part, the second part includes the 
examination of the development and change of rationality in the process of inflation targeting in Turkey. In the 
third part of the study data and to apply econometric methods have been introduced and the results obtained from 
this study are presented in tables. The results obtained from the study have been interpreted and proposals are 
offered in the conclusion section. 

The aim of the study is to determine the impact of anticipated and unanticipated expectations on real output 
using monthly data from 2006:01-2012:12 in which Inflation Targeting policy is kept transparent and 
accountability at the forefront. The results obtained from CDPF, LASF, VAR and impulse-response analysis do 
not support the PIP. 

2. Inflation Targeting and Rationality 

The inflation-targeting monetary policy was implemented in the 2002-2014 period in Turkey, and is still being 
continued. One of the most important features of the inflation-targeting program is that the CBRT is independent, 
transparent, and accountable. A law (Note 1) issued in 2001 ensured that the CBRT was to have instrument 
independence; and its transparency and accountability was increased. 4th article of this law emphasizes that the 
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monthly (݌௠௔ ), annual (twelve months, ݌௬௔), and year-end (݌௬௘௔ ) inflation expectation of CPI (Consumer Price 
Index), and anticipated monthly (݁ݎ௠௔) and year-end (݁ݎ௬௘௔ ) expectation of exchange rate of US Dollar are 
included in the data. 

Unanticipated inflation values were obtained by subtracting anticipated rate of inflation from the inflation rate (݌) 
calculated using CPI (2003=100) index of realisation values, and unanticipated exchange rate were obtained by 
subtracting anticipated exchange rate from the exchange rate (݁ݎ) of US Dollar . 

Accordingly, monthly (݌௠௨௔ ൌ ௠݌ െ ௠௔݌ ), annual (twelve months) (݌௬௨௔ ൌ ௬݌ െ ௬௘௨௔݌) ௬௔) and year-end݌ ൌ ௬௘݌ െ݌௬௘௔ ) values of unanticipated inflation expectations, and monthly (݁ݎ௬௘௨௔ ൌ ௬௘ݎ݁ െ ௬௘௔ݎ݁ ), year-end (݁ݎ௬௘௨௔ ൌ ௬௘ݎ݁ െ݁ݎ௬௘௔ ) values of unanticipated exchange rate expectation are calculated. 

In the economic growth equation, growth rate of industrial production index (2010 = 100) as real output (ݕ), 
growth rate of intermediate goods (Note 3) production index as the capital (݇), and growth rate of labour force as 
labour (݈) data are used. To take the effects of the Global Financial Crisis into account, the Crisis variable Dc is 
formed by specifying the period 2008:12-2009:03 when the effects of the crisis were the most intense as 1 and 
the other periods as 0. 

3.1 Augmented Dickey-Fuller (ADF) Test 

In this study, whether variables are stationary or not is significant in two respects. First, the variables used in the 
time series analysis should be stationary and should not contain unit root to prevent spurious regressions. In the 
event of lack of stationary of variables and spurious regression estimates, the estimations and the equation results 
won't be reliable. Secondly, non-stationary series show Random Walk property. Determining the future values of 
such series or estimating is difficult. Stationary series are predictable because they disperse around a certain 
mean with fixed variance. Stationary of series means series can be estimated easily by individuals with rational 
expectations. One of the most basic and widely used tests to investigate whether or not the variables are 
stationary is the ADF test. 

The ADF test was developed by Dickey and Fuller (1979, 1981). For a variable Y, stationarity of which is 
investigated in the ADF test, none, intercept and intercept and trend models are as follows: ∆ ௧ܻ= ߩ ௧ܻିଵ+∑ ௜௣௜ୀଵߙ ∆ ௧ܻି௜ + ݁௧  (None)                             (1) 

 ∆ ௧ܻ= ߙ଴൅	ߩ	 ௧ܻିଵ+∑ ௜௣௜ୀଵߙ ∆ ௧ܻି௜ + ݁௧ (Intercept)                           (2) 

 ∆ ௧ܻ= ߙ଴൅ܶ ൅ 	ߩ	 ௧ܻିଵ+∑ ௜௣௜ୀଵߙ ∆ ௧ܻି௜ + ݁௧ (Intercept and Trend)                  (3) 

An optimal lag length of the dependent variable is located on the right side of the equations as an explanatory 
variable in order to eliminate autocorrelation. Modified Akaike Information Criterion is used to determine the 
optimal lag length in the equation. If t statistics calculated for coefficient of et is greater than the MacKinnon 
(1996) table value, the null hypothesis, which expresses that the series is non-stationary, is rejected, so the series 
is stationary. Otherwise, the null hypothesis cannot be rejected and it is determined that the series is 
non-stationary. 

 

Table 1. ADF test (seasonally unadjusted) 

Variables None Intercept Intercept and Trend (0) 13.32- ࢟ a -13.32 (0)a  -13.25 (0) a (2) 5.27- ࢑ a -5.24 (2) a  -5.20 (2) a (0) 3.43- (11) 0.74- ࢒ a -3.44 (0) c ࢇ࢓࢖  -0.25 (11) -5.32 (0) a  -5.30 (0) a (0) 8.77- ࢇ࢛࢓࢖ a -8.72 (0) a  -8.68 (0) a (1) 3.78- (1) 0.24- ࢇ࢟࢖ a  -3.70 (1) b (0) 1.98- ࢇ࢛࢟࢖ b -2.41 (0) -2.69 (0) ࢇࢋ࢟࢖  -0.41 (0) -2.86 (0) b  -3.02 (0) (0) 2.85- ࢇ࢛ࢋ࢟࢖ a -2.81 (0) c  -2.74 (0) ࢇ࢓࢘ࢋ  -2.25 (1) b -2.33(1) -2.39 (1) (0) 7.91- ࢇ࢛࢓࢘ࢋ a -7.99 (0) a  -7.97 (0) a ࢇࢋ࢟࢘ࢋ  -2.10 (2) b -2.12 (2) -2.26 (2) ࢇࢋ࢟࢘ࢋ  -7.35 (0) a -7.40 (0) a  -7.34 (0) a 

Note. a, b, c respectively significant at %1, %5 and %10. The values in parentheses are the optimal lag length. Maximum lag is 11. 
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As shown in Table 1, all the seasonally unadjusted variables are significant I(0) at 5% namely stationary. All 
variables can be used in the analysis and the predictability of the series is high. 

 

Table 2. ADF test (seasonally adjusted) 

Variables None Intercept Intercept and Trend (2) 3.96- ࢟ a -4.02 (2) a  -4.01 (2) b (5) 3.08- ࢑ a -3.17 (5) b  - 3.20 (5) c (1) 4.53- (5) 1.25- ࢒ a  -4.56 (1) a ࢇ࢓࢖  -0.29 (3)  -4.45 (1) a  -4.51 (1) a (2) 72 .4- ࢇ࢛࢓࢖a  -4.69 (2) a  -2.40 (7) (1) 3.25- (11) 0.00- ࢇ࢟࢖ b  -3.17 (1) c (10) 1.73- ࢇ࢛࢟࢖ c -2.38 (0) -2.66 (0) ࢇࢋ࢟࢖  -0.65 (1) -2.89 (1) b  -3.21 (1) c (0) 2.66- ࢇ࢛ࢋ࢟࢖ a  -2.67 (0) c  -2.58 (0) ࢇ࢓࢘ࢋ  -3.03 (6) a  -7.36 (0) a  -7.32 (0) a (7) 2.60- ࢇ࢛࢓࢘ࢋ a  -2.61 (7) c  -4.50 (2) a ࢇࢋ࢟࢘ࢋ  -2.82 (6) a  -2.81 (6) c  -6.32 (0) a (2) 5.30- ࢇ࢛ࢋ࢟࢘ࢋ a  -4.89 (2) a  -3.95 (2) b 

Note. a, b, c respectively significant at %1, %5 and %10. The values in parentheses are the optimal lag length. Maximum lag 
is 11. 

 

In Table 2, all the seasonally adjusted variables except ݌௬௨௔ were found to be I(0) and statistically significant at 
5%, so variables are stationary. ݌௬௨௔ was significant at 10%. Again, all the seasonally adjusted variables can be 
used in the analysis and future values of series can be estimated easily by individuals with rational expectations. 

3.2 Determining the Impact of Anticipated and Unanticipated Expectations on Real Output 

Cobb and Douglas’ (1928) Production Function and LASF can be used to determine the effects of anticipated 
and unanticipated expectations on the level of real output. 

3.2.1 Cobb-Douglas Production Function 

CDPF is one of the most well-known and commonly used production functions. CDPF can be used in 
investigation of the effect of anticipated and unanticipated inflation on real output. CDPF function can be written 
as follows. 

௧ܻ ൌ  ௧ఉଶ                                    (4)ܮ௧ఉଵܭܣ

Here Y is real output, K is capital, L is labour, β1 is the impact of capital on output, β2 is the effect of labour on 
output, A is total factor productivity, and t is time notation. CDPF indicates that production amount varies 
depending on capital and labour variables. In order to be able to predict the function, the logarithms of both sides 
of the equation are taken and the equation is written as follows. ݈݃݋ ௧ܻ ൌ ܣ݃݋݈ ൅  ௧                           (5)ܮ݃݋݈	2ߚ+௧ܭ݃݋݈	1ߚ

Time derivative or difference of both sides is taken to convert the equation to growth equation. In this case the 
growth equation can be written as follows. ∆݈݃݋ ௧ܻ ൌ ܣ݃݋݈∆ ൅ ௧ܭ݃݋݈∆	1ߚ ൅  ௧                        (6)ܮ݃݋݈∆	2ߚ

In the equation, ∆݈ܻ݃݋ refers to the growth rate of real output, ∆݈ܭ݃݋ to growth rate of capital and ∆݈ܮ݃݋ to 
growth rate of labour. When anticipated and unanticipated expectations are included in the equation, ∆݈݃݋ ௧ܻ ൌ ܣ݃݋݈∆ ൅ ௧ܭ݃݋݈∆	1ߚ ൅ ௧ܮ݃݋݈∆	2ߚ ൅ ௧ି௜ሻܫ|௧݌ሺܧ	ߜ ൅ ௧݌ሾ	ߛ െ  ௧ି௜ሻሿ         (7)ܫ|௧݌ሺܧ

Inflation expectations of ݐ period, estimated with available data set	݅ period before is expressed as ܧሺ݌௧|ܫ௧ି௜ሻ, 
the impact of anticipated expectations on real output as	ߜ, the level of inflation during period ݐ as ݌௧, ݐ period 
inflation expectation which is unanticipated ݅  terms before as ሾ݌௧ െ ௧ି௜ሻሿܫ|௧݌ሺܧ  and the impact of 
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unanticipated expectations on real output as ߛ. When the equation is rearranged in order to simplify it, we get; ݕ௧ ൌ ଴ߚ ൅ ௧݇	1ߚ ൅ ௧݈	2ߚ ൅ ௧௔݌	ߜ ൅ ௧௨௔݌	ߛ ൅  ௧                          (8)ݑ

Here, ݕ௧ ൌ ݃݋݈∆ ௧ܻ ଴ߚ , ൌ ௧݇ ,ܣ݃݋݈∆ ൌ ௧ܭ݃݋݈∆ , 	݈௧ ൌ ௧ܮ݃݋݈∆ ௧௔݌ , ൌ ௧௨௔݌	 ,௧ି௜ሻܫ|௧݌ሺܧ	 ൌ ௧݌ െ  ௧ݑ ,௧ି௜ሻܫ|௧݌ሺܧ
random error term. 

In Tables 3 and 4, CDPF is estimated for inflation and exchange rate with seasonally adjusted and unadjusted 
data.  

In Table 3, CDPF is estimated for inflation expectations with both seasonally adjusted data and seasonally 
unadjusted data. The coefficients of variable ࢑ are found to be significant in all the equations while ࢒ is 
significant only for seasonally unadjusted variables. ࢇ࢚࢖ is significant in all the seasonally adjusted equations 
and for seasonally unadjusted monthly prediction of inflation expectation, and ࢇ࢛࢚࢖ is statistically insignificant 
in all the equations. 

Crisis dummy is statistically more significant in seasonally adjusted data than seasonally unadjusted one. No 
equation includes autocorrelation however it can be seen in the table that seasonal adjustment reduces 
coefficients of determination in equations and disrupts homoscedasticity and normal distribution. Whether it is 
estimated using seasonally adjusted or seasonally unadjusted data, in all cases any evidence supporting PIP could 
not be found. 

 

Table 3. CDPF with inflation expectation 

Variables 
Seasonally Unadjusted Seasonally Adjusted ܧሺ݌௧|ܫ௧ିଵሻ ܧሺ݌௧|ܫ௧ିଵଶሻ ܧ൫݌௧หܫ௬௘൯ ܧሺ݌௧|ܫ௧ିଵሻ ܧሺ݌௧|ܫ௧ିଵଶሻ ܧ൫݌௧หܫ௬௘൯ ࢑ 

0.9266 a 

(25.30) 

0.9332 a 

(24.75) 

0.9342 a 

(24.88) 

0.3078a 

(9.01) 

0.3014a 

(9.18) 

0.3015a 

 0.5035c- ࢒ (9.14)

(-1.94) 

-0.5902b 

(-2.30) 

-0.5583b 

(-2.16) 

0.2940 

(0.65) 

0.1107 

(0.25) 

0.0714 

 ࢇ࢚࢖ (0.17)
0.0182b 

(2.11) 

0.0053 

(1.31) 

0.0031 

(1.46) 

-0.0228 b 

(-2.52) 

-0.0068a 

(-2.86) 

-0.0044a 

 ࢇ࢛࢚࢖ (3.63-)
-0.0062 

(-1.36) 

-0.0022 

(-1.32) 

-0.0002 

(-0.09) 

-0.0012 

(-0.35) 

-0.0014 

(-1.46) 

-0.0011 

 0.0192- ࢉࡰ (1.12-)

(-1.46) 

-0.0256 c 

(-1.93) 

-0.0232 c 

(-1.76) 

-0.0335a 

(-4.33) 

-0.0251a 

(-3.34) 

-0.0287a 

(-3.87) 

C 
-0.0092 

(-1.39) 

-0.0295 

(-1.08) 

-0.0210 

(-1.21) 

0.0187 a 

(2.99) 

0.0526 a 

(3.29) 

0.0387 a 

(3.92) 

R 2 0.90 0.90 0.90 0.62 0.65 0.65 

DW 2.32 2.31 2.26 1.91 2.10 2.00 

LM 
2.35 

[0.13] 

2.05 

[0.15] 

1.58 

[0.21] 

0.16 

[0.69] 

1.00 

[0.32] 

0.25 

[0.62] 

ARCH 
0.67 

[0.42] 

0.16 

[0.69] 

0.13 

[0.72] 

10.23 

[0.00] 

6.57 

[0.01] 

4.70 

[0.03] 

JB 
3.25 

[0.20] 

1.58 

[0.46] 

1.53 

[0.47] 

31.10 

[0.00] 

36.19 

[0.00] 

38.19 

[0.00] 

n 83 83 83 83 83 83 

Note. a, b, c respectively significant at %1, %5 and %10. The values in parentheses are calculated t statistics. The values in square brackets 

are probability values. Crisis dummy Dc has been added to the equations. 
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Table 4. CDPF with exchange rate expectation 

Variables 
Seasonally Unadjusted Seasonally Adjusted ܧሺ݁ݎ௧|ܫ௧ିଵሻ ܧ൫݁ݎ௧หܫ௬௘൯ ܧሺ݁ݎ௧|ܫ௧ିଵሻ ܧ൫݁ݎ௧หܫ௬௘൯ ࢑ 

0.9212 a 

(25.35) 

0.9186 a 

(24.62) 

0.3162a 

(9.05) 

0.3137a 

 0.6417b- ࢒ (9.11)

(-2.52) 

-0.5212 b 

(-1.96) 

0.2658 

(0.57) 

0.2930 

 ࢇ࢚࢘ࢋ (0.63)
0.1640b 

(2.26) 

-0.0191 

(-0.21) 

-0.0607 

(-1.29) 

-0.1133b 

 ࢇ࢛࢚࢘ࢋ (2.00-)
-0.0002 

(-0.61) 

0.0005 

(1.29) 

0.0001 

(0.03) 

0.0001 

 0.0276b- ࢉࡰ (0.01-)

(-2.11) 

-0.0228 c 

(-1.70) 

-0.0283a 

(-3.61) 

-0.0288a 

(-3.76) 

C 
0.0029 

(1.00) 

0.0037 

(1.23) 

0.0036 c 

(1.73) 

0.0037 c 

(1.81) 

R 2 0.90 0.90 0.60 0.61 

DW 2.25 2.24 1.85 1.86 

LM 
1.43 

(0.24) 

1.27 

(0.26) 

0.00004 

(0.99) 

0.0016 

(0.97) 

ARCH 
1.68 

(0.20) 

0.24 

(0.62) 

5.67 

(0.02) 

4.07 

(0.05) 

JB 
1.39 

(0.50) 

1.65 

(0.44) 

33.86 

(0.00) 

28.51 

(0.00) 

n 83 83 83 83 

Note. a, b, c respectively significant at %1, %5 and %10. The values in parentheses are t statistics. The values in square brackets are 

probability values. Crisis dummy Dc has been added to the equations. 

 

Cobb-Douglas Production equations have been estimated for Exchange Rate Expectation in Table 4. Similar 
results with Table 3 were obtained in anticipated and unanticipated Exchange Rate Expectation for one month 
before and the year-end. Consequently PIP is rejected. 

3.2.2 Lucas Aggregate Supply Function 

Lucas (1973) suggested that a change in the level of real output basically occurs only in an unanticipated change, 
namely in case of a surprise, and described this with the following equation. ݕ௧ ൌ ߙ ൅ ௧݌ሾߛ െ ௧ି௜ሻሿܫ|௧݌ሺܧ ൅ ௧ିଵݕ	ߣ ൅ |ߣ| ௧ߝ ൏ ௧ݕ (9)                       1 ൌ ߙ ൅ ௧௨௔݌	ߛ ൅ ௧ିଵݕ	ߣ ൅  ௧                               (10)ߝ

Here ݕ௧ and ݕ௧ିଵ respectively refer to change in real production level in ݐ and ݐ െ 1 period, ݌௧ to inflation 
level in t period, 	݌௧௨௔  to unanticipated expectations, ߙ ߛ ,  and ߣ to coefficients of equation, and ߝ௧  to 
random error term. In this model, it is stated that whether unanticipated expectations are effective on real output 
can be investigated. 

In Tables 5 and 6, LASF is estimated for inflation and exchange rate with seasonally adjusted and unadjusted 
data. 

When the equations estimated for LASF are examined, it is seen that except for seasonally adjusted estimation 
for the 12 months before, in all the equations, unanticipated inflation expectations are statistically insignificant, 
so PIP is not supported. In general, although one lag of the dependent variable takes part on the right side of the 
equation as the dependent variable, the problem of autocorrelation has been seen. Although problems of 
heteroscedasticity and normal distribution do not occur in estimations formed with seasonally unadjusted 
variables, problems of heteroscedasticity and normal distribution are experienced in estimations with seasonally 
adjusted variables. However, the crisis dummy variable has gained significance at higher levels in seasonally 
unadjusted equations. Coefficients of determination of equations decreased significantly in LASF. 
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Table 5. LASF with inflation expectation 

Variables
Seasonally Unadjusted Seasonally Adjusted ܧሺ݌௧|ܫ௧ିଵሻ ܧሺ݌௧|ܫ௧ିଵଶሻ ௬௘൯ܫ௧ห݌൫ܧ ௧ିଵሻܫ|௧݌ሺܧ ௧ିଵଶሻܫ|௧݌ሺܧ  ૚ି࢚࢟ ௬௘൯ܫ௧ห݌൫ܧ

-0.4151 a 

(-4.00) 

-0.4191 a 

(-4.03) 

-0.4187 a 

(-4.03) 

-0.0705 

(-0.63) 

-0.1342 

(-1.21) 

-0.0623 

 ࢇ࢛࢚࢖ (0.55-)
0.0075 

(0.63) 

-0.0027 

(-0.60) 

0.0032 

(0.69) 

-0.0010 

(-0.21) 

-0.0033 b 

(-2.44) 

-0.0006 

 c 0.0717- ࢉࡰ (0.41-)

(-1.91) 

-0.0750 b 

(-2.01) 

-0.0700 c 

(-1.86) 

-0.0437 a 

(-3.70) 

-0.0475a 

(-4.15) 

-0.0440 a 

(-3.72) 

C 
0.0105 

(1.30) 

0.0150 

(1.39) 

0.0090 

(1.07) 

0.0057 b 

(2.30) 

0.0112 1 

(3.41) 

0.0060 b 

(2.33) 

R 2 0.19 0.19 0.19 0.16 0.22 0.16 

DW 2.09 2.08 2.09 1.70 1.67 1.70 

LM 
3.54 

(0.06) 

3.33 

(0.07) 

3.31 

(0.07) 

15.26 

(0.00) 

11.09 

(0.00) 

15.47 

(0.00) 

ARCH 
0.46 

(0.50) 

0.64 

(0.43) 

0.42 

(0.52) 

3.70 

(0.06) 

2.84 

(0.10) 

3.83 

(0.05) 

JB 
1.15 

(0.56) 

1.64 

(0.44) 

1.16 

(0.56) 

506 

(0.00) 

514 

(0.00) 

471 

(0.00) 

n 82 82 82 82 82 82 

Note. a, b, c respectively significant at %1, %5 and %10. The values in parentheses are t statistics. The values in square brackets are 

probability values. Crisis dummy Dc has been added to the equations. 

 

Table 6. LASF with exchange rate expectation 

Variables 
Seasonally Unadjusted Seasonally Adjusted ܧሺ݁ݎ௧|ܫ௧ିଵሻ ܧ൫݁ݎ௧หܫ௬௘൯ ܧሺ݁ݎ௧|ܫ௧ିଵሻ ܧ൫݁ݎ௧หܫ௬௘൯ ି࢚࢟૚ 

-0.4133 a 

(-3.93) 

-0.4162 a 

(-3.96) 

-0.0724 

(-0.65) 

-0.0808 

 ࢇ࢛࢚࢘ࢋ (0.69-)
-0.0002 

(-0.15) 

-0.0001 

(-0.04) 

-0.0001 

(-0.11) 

0.0005 

 c 0.0740- ࢉࡰ (0.27)

(-1.98) 

-0.0740 c 

(-1.97) 

-0.0436 a 

(-3.69) 

-0.0441 a 

(-3.68) 

C 
0.0106 

(1.29) 

0.0107 

(1.30) 

0.0057 b 

(2.30) 

0.0058 b 

(2.31) 

R 2 0.18 0.18 0.16 0.16 

DW 2.09 2.08 1.69 1.70 

LM 
3.53 

(0.06) 

3.22 

(0.08) 

16.29 

(0.00) 

15.94 

(0.00) 

ARCH 
0.56 

(0.46) 

0.57 

(0.46) 

3.64 

(0.06) 

3.49 

(0.07) 

JB 
1.44 

(0.49) 

1.46 

(0.48) 

494 

(0.00) 

488 

(0.00) 

n 82 82 82 82 

Note. a, b, c respectively significant at %1, %5 and %10. The values in parentheses are t statistics. The values in square 
brackets are probability values. Crisis dummy Dc has been added to the equations. 

 

Almost the same results were obtained in the equations, estimated for exchange rate. In general, efficient results 
could not be achieved with LASF. 

3.2.3 VAR and Impulse Response 

Lucas (1986) has stated that economic agents are dependent to economic output of the adaptive learning process 
until they collect enough information about the economy. Orphanides and Williams (2005) said that they can 
model the expectations of economic agents in the form of a VAR system. Whether lagged values of policy 
variables are significant is investigated in the studies of McGee and Stasiak (1985), Marashdeh (1993), Yamak 
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and Kücükkale (1998), Peker (2007), Khan (2008), Komijani et al. (2012). In this study, the significance of the 
lagged effects of anticipated and unanticipated expectations is investigated by the VAR analysis. In addition, the 
effects of shocks in expectation variables on the real variables of investigated using impulse response analysis 
are investigated.  

Sims (1980) was the first to develop the VAR analysis. According to Sims (1980), grouping the variables as 
endogenous and exogenous is not required. Therefore all of the variables in the VAR analysis are accepted as 
endogenous. For example; a VAR model with ݕ௧,	݌௧௔, 	݌௧௨௔ variables can be displayed as follows. 

൥ ௧௨௔൩௞௫ଵ݌	௧௔݌	௧ݕ ൌ 		 ൥ܣଵ଴ܣଶ଴ܣଷ଴൩௞௫ଵ ൅	቎
ሻܮଵଵሺܣ ሻܮଵଶሺܣ ሻܮଶଵሺܣሻܮଵଷሺܣ ሻܮଶଶሺܣ ሻܮଷଵሺܣሻܮଶଷሺܣ ሻܮଷଶሺܣ ሻ቏௞௫௞ܮଷଷሺܣ ൥

௧௨௔൩௞௫ଵ݌	௧௔݌	௧ݕ ൅ ൥݁ଵ௧݁ଶ௧݁ଷ௧൩௞௫ଵ           (11) 

Here, ܣ௜௝ is the independent variable coefficient, k is the number of variables in the VAR system, so that here k 
is 3, ܮ is lag operator, t is time notation ሺݐ ൌ 1,… . . , ܶሻ, and ݁௜௧ is random error terms of equations. In VAR 
analysis both the variables used in the analysis and VAR system should be stationary. Stationarity of the 
variables was investigated by the ADF test. All the variables are stationary and can be used in VAR systems. 
Stationarity of all VAR systems was examined with inverse roots of AR characteristic polynomial and all 
systems were found to be stationary. The length of the lag in the VAR system is calculated using Final Prediction 
Error (FPE) information criterion. 

The dependent variable in the first equation is ݕ௧. For example, collectively, significance of lagged coefficients 
of 	݌௧௔ variable can be tested with ܪ଴ଵ: ሻܮଵଶሺܣ ൌ0. Collective significance of lagged coefficients of 	݌௧௨௔ 
variable on the other hand can be tested with ܪ଴ଶ: ሻܮଵଷሺܣ ൌ0. ߯ଶ or F-tests can be used for testing these 
hypotheses.	߯ଶ was used in this study. If ܪ଴ଵ is rejected, it is concluded that anticipated expectations are 
effective on real variables; if ܪ଴ଵ is not rejected then they are not effective. If ܪ଴ଶ is rejected it is accepted that 
unanticipated expectations are effective on real variables; if ܪ଴ଶ is not rejected they are not effective. If 
anticipated expectations are effective on real variables or unanticipated expectations are not effective on real 
variables, then the PIP hypothesis would have been rejected. 

 

Table 7. VAR without dummy crisis 

Variables 
Seasonally Unadjusted Seasonally Adjusted ܪ଴ଵ: ሻܮଵଶሺܣ ൌ0 ܪ଴ଶ: ሻܮଵଷሺܣ ൌ0 ܪ଴ଵ: ሻܮଵଶሺܣ ൌ0 ܪ଴ଶ: ሻܮଵଷሺܣ ൌ0 ܧሺ݌௧|ܫ௧ିଵሻ 20.49 (3) a 4.27 (3) 2.35 (1) 0.07 (1) ܧሺ݌௧|ܫ௧ିଵଶሻ 8.33 (2) b 0.90 (2) 12.36 (2) a 0.15 (2) ܧ൫݌௧หܫ௬௘൯ 7.99 (1) a 0.03 (1) 11.11 (1) a 1.20 (1) ܧሺ݁ݎ௧|ܫ௧ିଵሻ 2.84 (1) c 3.81 (1) b 8.35 (1) a 0.03 (1) ܧ൫݁ݎ௧หܫ௬௘൯ 4.90 (1) b 1.40 (1) 12.79 (1) a 0.06 (1) 

Note. Coefficients are ߯ଶ statistic value calculated for hypotheses. a, b, c respectively significant at %1, %5 and %10. The 
values in parentheses are optimal lag length of VAR system. Maximum lag is 6. 

 

The rows in Table 7 and Table 8, respectively, refer to a month before the time period t for inflation, twelve 
months before and the end of the year expectations, and a month before the time period t for exchange rate and 
the end of the year expectations. VAR equations including anticipated and unanticipated expectations were 
estimated for each of these expectation periods. Columns on the other hand include χଶ values calculated for H଴ଵ and H଴ଶ hypotheses. Table 7 shows the results of the VAR equation which does not include the Crisis 
dummy, while the results in Table 8 show the VAR equation including the Crisis dummy. As seen in Table 7, 
whether seasonally adjusted or not, in general coefficients of anticipated expectations are collectively found to be 
significant. Coefficients of both anticipated and unanticipated expectations for monthly exchange rate 
expectations were found to be statistically significant. The results do not support the PIP. 

 

 

 

 

 



www.ccsenet.org/ijef International Journal of Economics and Finance Vol. 7, No. 4; 2015 

208 

Table 8. VAR with dummy crisis 

Variables 
Seasonally Unadjusted Seasonally Adjusted ܪ଴ଵ: ሻܮଵଶሺܣ ൌ0 ܪ଴ଶ: ሻܮଵଷሺܣ ൌ0 ܪ଴ଵ: ሻܮଵଶሺܣ ൌ0 ܪ଴ଶ: ሻܮଵଷሺܣ ൌ0 ܧሺ݌௧|ܫ௧ିଵሻ 26.24 (5) a 13.51 (5) b 5.18 (1) b 2.25 (1) ܧሺ݌௧|ܫ௧ିଵଶሻ 4.54 (2) 1.67 (2) 17.07 (3) a 3.88 (3) ܧ൫݌௧หܫ௬௘൯ 6.59 (1) a 0.001 (1) 11.17 (1) a 3.09 (1) c ܧሺ݁ݎ௧|ܫ௧ିଵሻ 1.37 (1)  4.31 (1) b -- (0)  -- (0) ܧ൫݁ݎ௧หܫ௬௘൯ 2.85 (1) c 1.10 (1) 9.48 (1) a 0.11 (1) 

Note. Coefficients are ߯ଶ statistic value calculated for hypotheses. a, b, c respectively significant at%1, %5 and %10. The values in 

parentheses are optimal lag length of VAR system. Maximum lag is 6. 

 

In the case of the addition of the Crisis dummy to equations, almost the same results were obtained. Conversely, 
when seasonal adjustment is applied for the monthly exchange rate expectation, optimal lag length of the 
variables became zero and as a result VAR could not be estimated. In results including seasonally unadjusted 
monthly exchange rate expectations, coefficients for anticipated expectations compatible with the ineffectiveness 
of the policy are found to be insignificant, and for unanticipated expectations they are significant; however 
first-degree autocorrelation is found in equations. In overall evaluation of Table 8, PIP is rejected. 

Impulse-response analysis shows how the other variables respond to innovation or shock in the variables in the 
VAR system. The VAR system can be written in a different way as follows; ܺ௧ ൌ ଴ܣ ൅ ଵܺ௧ିଵܣ ൅ ଶܺ௧ିଶܣ ൅	… . . ൅ܣ௠ܺ௧ି௠ ൅ ݁௧                     (12) 

Here, ܺ௧ represents a vector of ݇1ݔ	ሺ31ݔሻ size formed of ݕ௧, 	݌௧௔, 	݌௧௨௔ variables,	ܣ଴ is constant term vector 
in ݇1ݔ size, ܣ௜ is coefficients matrix in size of ݇ݎ݋݂) ݇ݔ	ݕݎ݁ݒ݁	݅ ൌ 1, . . . ݉), ݉ is optimal lag, and ݁௧ is 
random error terms in size of ݇1ݔ. 

VAR system can be written as ܣܯሺ∞ሻ as follows, ܺ௧ ൌ ߤ ൅ ∑ Ф௦݁௧ି௦∞௦ୀ଴ ൌ ߤ ൅Ф଴݁௧ ൅Фଵ݁௧ିଵ ൅Фଶ݁௧ିଶ ൅Фଷ݁௧ିଷ                (13) 

and impulse-response function can be written as follows; 

Ф௡ ൌ డ௑೔,೟శ೙డ௘ೕ,೟                                      (14) 

The equation expresses response of variable i in period t+n to one-time innovation or shock on variable j in 
period t. The following figures show the responses of variable i to Cholesky one standard deviation innovation or 
shock on variable j with ± 2 standard error. Statistically significant impulse-responses are given in Figure 2 and 
Figure 3. 

 

 
Figure 2a. Response of 	݌௧௔ to 	݌௧௨௔ on ܧሺ݌௧|ܫ௧ିଵሻ 
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Figure 2b. Response of 	p୲ୟ to 	p୲୳ୟ on Eሺp୲|I୲ିଵଶሻ 

 

Figure 2 shows that in both one month and twelve months before, any innovation or shock that occurs in 
unanticipated expectations results in an increase of anticipated expectations of inflation. This reaction represents 
the process of adaptation of expectations to the shock for the last three periods in monthly expectations, for the 
five periods in annual expectations and then blurs. When it is considered that unanticipated and anticipated 
expectations are complementary to each other in the event of new information entry to available information set, 
it is normally expected that anticipated inflation updates itself. 

 

 
Figure 3a. Response of ݕ௧ to 	݌௧௔ on ܧሺ݌௧|ܫ௧ିଵଶሻ 

 

 
Figure 3b. Response of ݕ௧ to 	݌௧௔ on ܧ൫݌௧หܫ௬௘൯ 

 

Real output response to an innovation or shock occur sin anticipated expectations with decline. This situation can 
be interpreted as where, in the event of a sudden increase in inflation expectations, real production tends to 
decline. The impact of this shock on real output lasts for five months in twelve-month inflation expectations and 
seven months in year-end inflation expectation. In the event of information flow to the existing information set 
about anticipated expectations, namely a sudden update in expectations of economic agent, the adaptation of the 
real sector to this update can be said to take about five to eight months. 
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4. Conclusion 

According to the PIP suggested by Lucas (1973) and Sargent and Wallace (1975), only unanticipated changes in 
expectations will affect real economic variables. In this study, the PIP hypothesis has been investigated for the 
study period in which inflation targeting policy which retained transparency and accountability in terms of 
monetary policy at the forefront is implemented using both seasonally adjusted and seasonally unadjusted data 
with CDPF, LASF, VAR and Impulse-Response analysis. 

A survey of expectations conducted by the CBRT has been taken as the anticipated expectation series. 
Anticipated expectations are modified mean of one month before, twelve months before and year-end survey 
expectations of inflation rate of CPI and one month before, and year-end estimations of the exchange rate. 
Unanticipated expectations are the difference in anticipated expectations from the realization values. Stationarity 
of the variables used in the study is examined with the ADF unit root test. All the seasonally unadjusted and 
adjusted variables are stationary at I(0) level. All variables can be used in the analysis and can be estimated 
easily by individuals with rational expectations. 

The simultaneous effect of anticipated and unanticipated expectations of inflation and exchange rate on real 
output was tested with CDPF. In general, the results obtained from CDPF do not support the PIP. The results of 
LASF which tests the simultaneous effect of unanticipated expectations of inflation and exchange rate on real 
output equations do not support the PIP either. Also, the overall evaluation shows that seasonal adjustment 
decreases coefficients of determination of the estimated equations, and normal distribution and homoscedasticity 
is adversely affected. 

The results of VAR analysis taking lagged variables of anticipated and unanticipated expectations of inflation 
and exchange rate on real output into account confirm that coefficients of anticipated expectations and some 
unanticipated expectations are statistically significant and acceptable. The results of impulse-response analysis 
have demonstrated that any innovation or shock that occurred in unanticipated expectations led to an increase in 
anticipated expectations of inflation. In addition, in the event of innovation or shock in the existing information 
set about anticipated expectations of economic agents, namely a sudden information input to the existing 
information set, it can be said that it takes between five and eight months for the real sector to adapt to this 
update. The results of VAR and Impulse-Response analysis also do not support the PIP. These results are 
compatible with the studies of Yamak and Kucukkale (1998), Peker (2007), Altunoz (2014), ve Tuğcu (2015). 

Overall evaluation of the study suggests that the results obtained on the basis of anticipated and unanticipated 
expectation series calculated using surveys conducted by the Central Bank with seasonally adjusted and 
unadjusted data under the inflation targeting policy implemented during the study period do not support the PIP. 
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Notes 

Note 1. Law No 4651 issued on 25.04.2001. 

Note 2. The results of analyses using arithmetic mean support and are consistent with the results of this study. 

Note 3. In estimates using capital goods as lower coefficients of determination than intermediate goods, more 
autocorrelation and heteroscedasticity problems were encountered and significance of all the independent 
variables were adversely affected. Intermediate goods are therefore preferred. 
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Appendix A 

CBRT explains The Modified Mean, Outlier, Extreme Outlier as follows. 

“The Modified Mean: It is a statistic computed as a result of data analysis and elimination of observations 
judged to be atypical to develop an appropriate indicator of central tendency of a distribution. The modified 
mean is determined among statistics such as the arithmetic mean, the median, the mode, the mean computed by 
excluding outliers and extreme outliers as well as the trimmed mean by analyzing outliers and extreme outliers. 
If skewness and kurtosis values are close to those of a normal distribution, the arithmetic mean is regarded as 
the modified mean. If atypical values are identified in the distribution, the modified mean is computed by taking 
the arithmetic average after excluding outliers and extreme outliers. If skewness is relatively high, the median, if 
kurtosis is relatively high, meaning that the expectations are concentrated around a specific value, the mode is 
regarded as the modified mean” (CBRT, 2013, p. 2-3). 

“Outlier: Values smaller than Q1-1.5*(Q3-Q1) and greater than Q3+1.5*(Q3-Q1); where Q1:Lower Quartile 
and Q3: Upper Quartile, computed by Tukey’s Hinges method are defined as outliers” (CBRT, 2013, p. 3). 

“Extreme Outlier: Values smaller than Q1-3*(Q3-Q1) and greater than Q3+3*(Q3-Q1); where Q1:Lower 
Quartile and Q3: Upper Quartile, computed by Tukey’s Hinges method are defined as extreme outliers” (CBRT, 
2013, p. 3). 
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