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Abstract 

This paper uses a two-country dynamic stochastic general equilibrium model (DSGE) to study how different 
characteristics of an economy, such as openness or price stickiness, affect the contribution of the relative price of 
non-traded goods to real exchange rate fluctuations. The model shows that changes in the relative price between 
traded and non-traded goods are the main channel through which productivity shocks are transmitted to the real 
exchange rate. Productivity and monetary shocks also affect the real exchange rate through changes in the 
international relative price of traded goods. The economy’s characteristics have a significant effect on the 
transmission mechanism and the overall volatility of the real exchange rate in response to both types of shocks. 
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1. Introduction 

The real exchange rate measures the cost of goods and services in one country relative to the cost of goods and 
services in another. It is one of the most important factors determining a country’s international competitiveness 
and trade balance, and is a key macroeconomic variable in the international transmission of business cycles. Real 
exchange rate fluctuations are known to be highly volatile and at the same time quite persistent, a phenomenon 
known as the purchasing power parity puzzle (Rogoff, 1996). Traditionally, macroeconomic research has 
followed two alternative approaches to modeling real exchange rate movements. In some macroeconomic 
models purchasing power parity (PPP) holds for traded goods prices and real exchange rate fluctuations are the 
result of changes in the prices of non-traded goods relative to the prices of traded goods (e.g. Backus and Smith, 
1993). (Note 1) In practice, for a variety of reasons, purchasing power parity for traded goods prices does not 
hold at all times. However this PPP-based approach should offer a good description of real exchange rate 
movements if PPP deviations are small or short-lived. In other macroeconomic models all goods are tradable but 
domestic and foreign goods are not perfect substitutes and can have different prices (e.g. Chari et al., 2002). In 
that case real exchange rate movements are caused by changes in the relative price between traded goods sold at 
home and abroad, which create deviations from purchasing power parity for traded goods prices. This approach 
is appropriate if those PPP deviations are large relative to changes in the relative price between traded and 
non-traded goods. 

What type of model offers a better description of real exchange rate movements? Engel (1999) offered an answer 
by calculating which fraction of real exchange rate changes can be attributed to changes in the international 
relative price of traded goods and which fraction can be attributed to changes in each country’s domestic relative 
price between traded and non-traded goods. His methodology consisted in decomposing the real exchange rate 
(RER) into two components, as in equation (1), where S stands for the nominal exchange rate, P and P* stand for 
the overall consumer price level at home and abroad, respectively, and PT and PT* stand for the price of traded 
goods sold at home and abroad, respectively. RERT is the relative price between traded goods sold at home and 
those sold abroad. It equals one when purchasing power parity holds for traded goods prices. RERN is a function 
of the domestic relative price between traded and non-traded goods in each country (Note 2). 

 
* * * *T T

T Nt t t t t t
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≡ = × = ×                       (1) 

By taking logarithms and differences in equation (1) we obtain equation (2). The variance of the changes in the 
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real exchange rate depends on the variances of the two components and a covariance term (equation (3)). If we 
allocate the covariance term proportionally to the variance of each component, the fraction of real exchange rate 
movements caused by changes in the international relative price of traded goods, VD(∆rerT), is given by equation 
(4), and the fraction caused by changes in the domestic relative prices between traded and non-traded goods, 
VD(∆rerN), is given by equation (5). 

 T N
t t trer rer rerΔ = Δ + Δ  (2) 
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Engel (1999) found that, for the countries and periods he studied, almost all of the changes in the real exchange 
rate are caused by changes in the international relative price of traded goods. (Note 3) The fact that in the short 
run the nominal exchange rate is more volatile than prices could explain his results for short-term real exchange 
rate movements. But he found that his findings were also true for long-term changes of the real exchange rate. 
(Note 4) Similar real exchange rate variance decomposition studies followed and confirmed that changes in the 
international relative price of traded goods are the main driver of real exchange rate fluctuations (e.g. Chari et al., 
2002). However some of these studies pointed out that the choice of the price indices used to measure traded 
goods prices has a significant effect on the results (Betts and Kehoe, 2006; Burstein et al., 2006) and showed that 
the domestic relative price between traded and non-traded goods also matters for real exchange rate movements. 
While some authors have used the consumer price index (CPI) for goods or the producer price index (PPI) as a 
proxy for traded goods prices, Burstein et al. (2006) suggest using import and export price indexes instead. Their 
argument is that the CPI for goods includes the cost of non-traded distribution and retail services, while import 
and export price indexes measure prices at the dock. Moreover, they measure the prices of goods actually traded 
rather than assuming that all goods are tradable and all services are non-tradable. They find that this approach 
increases the contribution of the relative price between traded and non-traded goods to more than fifty percent of 
the total variance of real exchange rate movements for some countries. Mendoza (2000; 2005) also provides 
evidence that the relative price between traded and non-traded goods may be more important than what Engel’s 
results suggested, at least under certain circumstances. He studies the U.S. Mexico real exchange rate and finds 
that the relative price between traded and non-traded goods is substantially more important during the managed 
exchange rate period than during the floating period. His findings support the view that changes in the 
international relative price of traded goods are more important than changes in the relative price of non-traded 
goods due to sticky prices and a very volatile nominal exchange rate. However sticky prices cannot explain why 
Engel’s results don’t change at long horizons, when prices become fully flexible. 

The objective of this paper is to better understand the role of the relative price between traded and non-traded 
goods in real exchange rate fluctuations. The empirical studies discussed above indicate that, if measured 
properly, changes in that relative price may be an important driver of real exchange rate movements. However 
those studies have little to say about how the characteristics of an economy affect their relative importance 
vis-à-vis changes in the international relative price of traded goods. To that end I develop a two-country dynamic 
stochastic general equilibrium (DSGE) model and compare the overall real exchange rate volatility and variance 
decomposition under different assumptions about the economy. The DSGE model shows that the type of shock 
hitting the economy has a large influence on the relative importance of the two real exchange rate components. 
Monetary shocks are transmitted to the real exchange rate almost exclusively through changes in the 
international relative price of traded goods, while productivity shocks are transmitted to the real exchange rate 
through both channels. The effect of the characteristics of the economy on the level of real exchange rate 
volatility and on the contribution of the relative price of non-traded goods also depends on the type of shock. 
Therefore I conduct the analysis for each type shock separately. I first study how real exchange rate dynamics are 
affected by the level of international integration, determined in the model by the relative weight of the 
non-traded goods sector and the degree of preference for domestic traded goods. Since price stickiness is a 
common explanation for the importance of the international relative price of traded goods in the short run, I also 
compare the properties of the real exchange rate under different degrees of price stickiness. In addition I study 
the effect of the degree of risk aversion on the overall level of real exchange rate volatility and its variance 
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decomposition. 

Understanding the role of the relative price between traded and non-traded goods in real exchange rate 
fluctuations is an important task in macroeconomics. In fact, many studies have introduced non-traded goods 
into their models to better understand some empirical facts inconsistent with one-good open economy models. 
For example, Backus and Smith (1993) incorporate non-traded goods in a two-country model to study the small 
correlation of consumption across countries and the existence of large interest-rate differentials. Stockman and 
Tesar (1995) study the role of non-traded goods in explaining the behavior of consumption, investment, and the 
trade balance. Benigno and Thoenissen (2008) develop a model with non-traded goods and incomplete markets 
to explain the lack of correlation between the real exchange rate and relative consumption across countries. 
Corsetti et al. (2005) study Rogoff’s PPP puzzle using a model in which productivity shocks in the traded and 
non-traded sectors are imperfectly correlated. They show that such a model is capable of matching the data if the 
economy is characterized by either a very high degree of risk aversion or a very low elasticity of substitution 
between domestic and foreign traded goods. 

The paper proceeds as follows. Section 2 presents the theoretical model. In Section 3 the model is simulated to 
study the behavior of the real exchange rate under different assumptions. Section 4 concludes. 

2. Two-Country DSGE Model  

This section presents a small-scale two-country dynamic stochastic general equilibrium (DSGE) model that will 
be used to analyze the effects of different key features of an economy on the level of real exchange rate volatility 
and the fraction of this volatility explained by changes in the relative price between traded and non-traded goods. 
In the model each country produces two types of goods: traded and non-traded. Goods produced in the Home 
economy are denoted by H if they are tradable and by N if they are non-tradable. Tradable goods produced in the 
Foreign country are denoted by F. Prices with an asterisk are denominated in Foreign currency. Quantities with 
an asterisk are consumed by the Foreign country. For example, CF* denotes consumption of Foreign good F by 
Foreign consumers, and PH* denotes the foreign-currency price at which Home good H is sold in the Foreign 
market. Since the Foreign country is a mirror image of the Home country, only the latter is described in this 
section. 

2.1 Households 

There is a group of identical households of mass one. They receive wages (W) from perfectly competitive 
wholesale firms and profits (PR) from monopolistically competitive retail firms. Each household supplies labor 
(L) to both sectors (traded and non-traded). They have access to a complete set of internationally-traded 
contingent securities that pay one unit of domestic currency if a particular state zt is realized in period t. Their 
budget constraint given a history of states zt = (z0,z1,…,zt) is described by (6), where C denotes consumption, P is 
the price index for the consumption basket, Qt(zt+1|z

t) denotes the price in state zt of a security that pays off if 
state zt+1 is realized, and Dt(zt+1|z

t) denotes the quantity of such securities held at the end of period t. Households’ 
preferences over consumption and labor are described by the utility function (7), where β is the subjective 
discount factor and prob(zt) is the probability of history zt. 
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Households maximize the utility function (7) subject to the budget constraint (6). The first order conditions with 
respect to labor in each sector are given by equations (8) and (9). 

 ( )( ) ( ) ( ) ( )H t t t H t
t t t tW z P z C z L zσ ω− =  (8) 

 ( )( ) ( ) ( ) ( )N t t t N t
t t t tW z P z C z L zσ ω− =  (9) 

The first order conditions with respect to consumption and asset holdings imply equation (10), where prob(zt+1| z
t) 

is the probability of state zt+1 conditional on history zt. Summing up across states we can obtain the conventional 
stochastic Euler equation (11). The gross return of a risk-less one-period nominal bond is determined by (12). 
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The foreign counterparts of equations (10) and (11) are equations (13) and (14), where S is the nominal exchange 
rate. We can use (10) and (13) to obtain the typical risk-sharing condition (15) that links the real exchange rate to 
the relative consumption levels and a constant ξ that depends upon initial conditions. In addition we can combine 
the Home and Foreign Euler equations (11) and (14) to obtain the interest parity condition linking the domestic 
and foreign interest rates. 
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2.2 Consumption Baskets 

The consumption basket in the Home country includes non-traded goods (N) and domestic (H) and foreign (F) 
traded goods. Consumers buy different varieties of each good, which are sold by monopolistically competitive 
retailers and indexed by i ∈ [0,1]. Preferences over the varieties of good j=H,F,N are described by the 
constant-elasticity-of-substitution (CES) aggregator (16), where ε is the elasticity of substitution between 
varieties. 

 
/ ( 1)1 ( 1)/

0
( )j j

iC C di
ε ε

ε ε
−

− =     (16) 

Preferences between baskets of Foreign and Home traded goods are described by equation (17), where ς denotes 
the elasticity of substitution between Foreign and Home traded goods and κ measures the degree of preference 
bias towards domestic traded goods. Similarly, preferences between baskets of non-traded and traded goods are 
described by equation (18), where η denotes the elasticity of substitution between traded and non-traded goods 
and γ measures the degree of preference bias towards non-traded goods. 
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Price indexes for these baskets of goods can be derived by calculating their unit cost. They are given by 
equations (19), (20) and (21). 
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These preferences imply the following domestic demand functions for each variety: 
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− −
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2.3 Production 

Wholesale output for each good is produced by competitive firms using labor as the only input. In the steady 
state a fraction γ of household labor is the dedicated to the production of non-traded goods and the rest to the 
production of traded goods. The production function in sector j is given by (25), where A denotes labor 
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productivity. 

 ( ) ( ) ( )j t j t j t
t t tY z A z L z=  (25) 

Monopolistically competitive retail firms purchase output from wholesale firms, differentiate it, and sell it with a 
mark-up. Retail prices are sticky as in Calvo (1983). In any given period the probability of a firm being able to 
adjust its price is 1-θ. Each period Home firms in the non-traded sector that are able to adjust their price will 
choose , ( )N t

i tP z  to maximize their expected discounted profits (26) subject to the demand function (27). 
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The optimal price , ( )N t
i tP z  must satisfy equation (28). Since all firms in the same sector face a similar problem, 

it must be that , ( ) ( )N t N t
i t tP z P z=  for all i. The presence of many firms implies that every period only a fraction 

1-θ of firms will be able to adjust their prices. This implies that the evolution of the price index for non-traded 
goods is given by (29). 
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The log-linearization of (28) and (29) implies a New Keynesian Phillips curve for non-traded goods. The pricing 
problem for firms producing a traded good is similar, but in this case each firm chooses two prices, one for the 
Home market and one for the Foreign market. Each price is set in the local currency of the market where the 
good is sold. Home firms will separately choose ,

H
i tP  and *

,
H

i tP  to maximize (30) and (31), respectively. 

Following similar steps we can derive the New Keynesian Phillips curves for domestic traded goods at home and 
abroad. 

 , ,
0

( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( )t

t t H t
t H t H tt t t

i t i tt t H t
z t t t

P z C z W z
prob z P z C z

P z C z A zτ

στ τ τ
τ τ ττ τ τ

ττ
τ τ

βθ
+

−+ + +∞
+ ++ + +

++
= +

    
 −   
     

   (30) 

 * *
, ,

0

( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

( ) ( ) ( )t

t t H t
t H t t H tt t t

i t t i tt t H t
z t t t

P z C z W z
prob z P z S z C z

P z C z A zτ

στ τ τ
τ τ τ ττ τ τ

τ ττ
τ τ

βθ
+

−+ + +∞
+ + ++ + +

+ ++
= +

    
 −   
     

   (31) 

Since prices are sticky in the currency of the country where they are sold, the law of one price may not hold for 
traded goods sold in both countries. Local prices can’t immediately fully adjust to changes in the nominal 
exchange rate. That incomplete exchange-rate pass-through implies that exogenous shocks can create deviations 
from PPP for the baskets of traded goods sold in each country. Deviations from PPP can also arise even when the 
law of one price holds for individual goods if the baskets of traded goods at home and abroad are not identical. 

2.4 Monetary Policy 

The central bank chooses its policy instrument, the one-period nominal interest rate, based on the past interest 
rate, expected future inflation and the current output gap. The central bank’s policy rule is described by (32), 
where R is the steady-state nominal interest rate (equal to the natural real interest rate plus the target inflation 
rate Π ), and δ determines the degree of interest-rate inertia. Exogenous i.i.d. monetary shocks (v) are 
introduced as deviations of the interest rate from the central bank’s target rate. 

 ( )
1

1 1
1 1 1( ) ( ) (1 ) ( | ) ( ) ( ) ( )

t

t t t t t
t t t t y t t tz

R z R z R prob z z z y z v zπδ δ δ δ
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− +
− + +

 = + − + Π − Π + +   (32) 

3. Model Simulation 

3.1 The Log-Linearized Model 

In order to simulate the model I first log-linearize it around its steady state. Percentage deviations from the 
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steady state are denoted by lower-case letters. The Euler equation, interest-parity and risk-sharing conditions are 
given by equations (33), (34) and (35), respectively. 

 ( )1
1 1t t t t t tc r E E cσ π−

+ += − − +  (33) 

 * *
1 1 1( )t t t t t t t tE rer r E r Eπ π+ + +Δ = − − −  (34) 

 * 1
t t tc c rerσ −− =  (35) 

The aggregate supply equations for goods sold in the Home country are given by equations (36), (37) and (38), 
where the lambdas depend on the model’s parameters, rpn is the relative price between non-traded and traded 
goods, and rerF is the ratio between the foreign price and the domestic price of the foreign traded good. 

 1

(1 )(1 )
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The productivity levels in each sector follow the autoregressive process (39), where χj are sectorial productivity 
shocks that may be correlated across sectors. 

 1
j j j j

t t ta aρ χ−= +  (39) 

Finally, the interest-rate rule is given by equation (40). 

 1 1(1 )( )t t t t y t tr r E y vπδ δ δ π δ− += + − + +  (40) 

3.2 Parameterization 

The baseline parameter values used in the model are presented in Table 1. The share of non-traded goods in the 
overall consumption basket is set to match the sum of the shares of personal consumption expenditures on 
services (43%), construction (9%) and government spending (15%) in the U.S. final domestic demand during the 
period 1980-2012. The share of home goods in the traded goods basket is chosen so that the model’s 
imports/GDP ratio in the steady state matches the share of foreign value added in the U.S. final domestic demand 
(12%), which is obtained from the OECD’s Trade in Value Added database. The rest of parameters are standard 
or within the usual range used in the international macroeconomics literature. The parameters that depend on 
frequency are chosen to match quarterly frequency. The subjective discount factor is set at the conventional 
value of 0.99. The coefficient of relative risk aversion is set to 2, which is within the rage found in the 
macroeconomics literature. The parameter ω is set to 2, which implies an elasticity of labor supply equal to 1/2. 
As in Stockman and Tesar (1995), the elasticity of substitution between traded and non-traded goods is 0.44. The 
elasticity of substitution between domestic and foreign traded goods is 1.5, as suggested by Backus et al. (1994). 
The probability that a firm is not able to adjust its price in a given quarter is 0.75, which implies that, on average, 
firms change their prices every four quarters. The monetary policy rule parameters are also within the range of 
commonly used values: 0.75 for the lagged interest rate, 1.5 for deviations of inflation from its target and 0.125 
for the output gap. 

 

Table 1. Model parameters 

β Subjective discount factor 0.99 

σ Coefficient of relative risk aversion 2 

ω Inverse of the elasticity of labor supply 2 

γ Share of non-traded goods in consumption 0.67 

κ Share of home goods in traded goods spending 0.64 

η Elasticity of substitution between traded and non-traded goods 0.44 

ς Elasticity of substitution between home and foreign traded goods 1.5 

θ Calvo probability of no price adjustment 0.75 

δ Interest-rate smoothing 0.75 

δ π Inflation target coefficient 1.5 

δ y Output gap coefficient 0.125 
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Estimates of the variances, covariances and autocorrelations of the sectorial productivity shocks are obtained 
from Stockman and Tesar (1995). They estimate these parameters using data from the United States and four 
other OECD countries. The autocorrelation coefficients of the productivity disturbances in the traded and 
non-traded goods sectors are 0.154 and 0.632, respectively. Their estimated correlation is 46%. The 
variance-covariance matrix for the productivity shocks is given by (41). 

 

3.62 1.23 1.21 0.51

1.23 1.99 0.51 0.27

1.21 0.51 3.62 1.23

0.51 0.27 1.23 1.99

H
t
N
t
F
t
M
t

var

χ
χ
χ
χ

   
   
   =
   
   
    

 (41) 

The monetary shocks are assumed to be uncorrelated. Their standard deviation is set at 1% so that the benchmark 
model’s ratio of real exchange rate volatility to output volatility equals three, as in U.S. quarterly data during the 
period 1985-2013. (Note 5) The persistence of the monetary shocks is determined by the persistence of the 
monetary policy rules. 

3.3 Simulation Results 

Table 2 shows some statistics for the benchmark model, which includes both productivity and monetary shocks, 
and for models in which only one type of shock is included. While the benchmark model matches the volatility 
of the real exchange rate relative to output found in U.S. quarterly data (2.98 vs. 3.06), the model exhibits less 
real exchange rate persistence (0.62 vs. 0.79). If only productivity shocks were present the level of real exchange 
rate volatility (relative to output) would be lower than in the benchmark model, but the real exchange rate would 
be much more persistent. By contrast, monetary shocks alone would generate more real exchange rate volatility, 
but with less persistence. In all models, despite the existence of complete financial markets allowing risk-sharing 
across countries, domestic consumption is highly correlated with domestic output. That is consistent with the 
output-consumption correlations calculated by Stockman and Tesar (1995) for several OECD economies, which 
range from 0.82 to 0.95. Foreign and domestic consumption are correlated (although not much) in the model 
with only productivity shocks. However they are uncorrelated when monetary shocks are included. That is at 
odds with the data. Stockman and Tesar find cross-country consumption correlations ranging from 0.35 to 0.71. 
This discrepancy may be caused by the fact that the only demand shock in the model is a monetary shock, which 
is assumed to be independent across countries. 

 

Table 2. Model statistics 

  

Benchmark 

Model 

Productivity 

Shocks 

Monetary 

Shocks 

Std. Dev. (rer) / Std. Dev. (y) 2.98 1.91 3.40 

Autocorrelation (rer) 0.62 0.91 0.57 

Correlation (y,c) 95% 91% 98% 

Correlation (c,c*) 1% 29% -6% 

RER Variance Decomposition, VD(ΔrerT) – VD(ΔrerN) 90%-10% 31%-69% 100%-0% 

RER Variance Decomposition, VD(rerT ) – VD(rerN) 67%-33% 23%-77% 98%-2% 

 

The second to last row of Table 2 indicates the fraction of real exchange rate quarterly movements explained by 
changes in the international relative price of traded goods and the fraction explained by changes in the domestic 
relative prices between traded and non-traded goods in each country. These are the statistics described earlier in 
equations (4) and (5), and correspond to the typical real exchange rate variance decomposition calculated in 
empirical studies. Chari et al. (2002) find that changes in the international relative price of traded goods explain 
98% of U.S. real exchange rate quarterly movements. Engel (1999) finds similar results for monthly data. 
Burstein at al. (2006) use a different methodology and reduce that estimate to 39%. In the benchmark model 
changes in the international relative price of traded goods explain 90% of real exchange rate quarterly 
movements (Note 6). 

The last row provides the fraction of real exchange rate deviations from its steady state explained by deviations 
from purchasing power parity for traded goods prices (which holds in the model’s steady state) and the fraction 
explained by deviations of the domestic relative prices between traded and non-traded goods from their 
respective steady-state values. Although related, there is an important difference between the two real exchange 
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rate variance decomposition measures reported in Table 2. The first one describes the reasons behind real 
exchange rate movements, while the second one indicates the reasons for its persistence away from its 
steady-state value. In the benchmark model there is a significant difference between the two measures: while 
movements in the international relative price of traded goods cause 90% of the quarterly changes of the real 
exchange rate, many of these movements offset each other, so that deviations from purchasing power parity for 
traded goods prices explain only two thirds of the deviations of the real exchange rate from its long-run trend. 
The variance decomposition of the real exchange rate (both for quarterly changes and for steady-state deviations) 
significantly depends on the type of shocks affecting the economy. In the case of monetary shocks practically all 
real exchange rate movements are the result of changes in the international relative prices of traded goods. In the 
case of productivity shocks most of the real exchange rate changes are explained by changes in the relative price 
between traded and non-traded goods, but changes in the international relative price of traded goods are also 
important. 

Those differences between shocks are also evident in the impulse-response functions in Figure 1. They show the 
responses of the real exchange rate (solid line), rerN (short dash) and rerT (long dash) to 
one-standard-deviation-sized shocks over the following twelve quarters. (Note 7) Figure 1(d) shows that a 
monetary shock (defined as an exogenous increase in the domestic interest rate) appreciates the real exchange 
rate. (Note 8) Since the interest-rate differential causes a sharp appreciation of the nominal exchange rate, the 
real appreciation is almost exclusively explained by domestic traded goods becoming more expensive than 
foreign traded goods. The impact on the relative price between traded and non-traded goods is relatively small. 
As a result, changes in rerT explain about 100% of changes in the real exchange rate caused by monetary shocks, 
as shown in Table 2. 

 

 
Figure 1. Impulse-response functions of the real exchange rate and its components 
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Sector-specific productivity shocks reduce the price of the good produced by that sector. They also create an 
interest-rate differential, but in this case it is caused by the response of the central banks to economic conditions. 
Figures 1(a) and 1(b) show that a productivity shock’s impact on the real exchange rate and its components 
varies dramatically by sector. A productivity shock in the non-traded sector reduces the absolute and relative 
price of non-traded goods, which depreciates rerN. The nominal appreciation makes domestic traded goods more 
expensive relative to foreign traded goods. Since most traded goods sold at home are domestic, that causes a 
short-term deviation from purchasing power parity for traded goods prices (rerT appreciates). Even though traded 
goods become more expensive at home than abroad, the fall in the price of non-traded goods causes the real 
exchange rate to depreciate. 

By contrast, a productivity shock in the traded goods sector causes a real appreciation, although relatively small. 
This may be surprising, since the productivity shock makes domestic traded goods cheaper. However the 
increase in output makes the central bank increase the domestic interest rate. The resulting nominal appreciation 
more than offsets the effect of lower prices for domestic traded goods on the overall price level. It’s important to 
notice that in the previous case there is also a nominal appreciation. In that case the real exchange rate 
depreciates because non-traded goods prices have a larger weight on the overall price index. Productivity shocks 
in the traded goods sector also cause diverging responses of the two real exchange rate components, but in the 
opposite direction. Due to “home bias” (κ > 0.5), the fall in domestic traded goods prices has a bigger impact on 
the domestic traded goods basket than on the foreign traded goods basket. As a result rerT depreciates. Since 
domestic traded goods prices fall and the nominal appreciation makes imports cheaper, non-traded goods 
become relatively more expensive than traded goods and rerN appreciates. 

Figure 1(c) shows that, when productivity shocks affect both sectors equally, the responses of the real exchange 
rate and its components are more similar to those corresponding to shocks to the non-traded goods sector than to 
those corresponding to shocks to the traded goods sector. The reason is that non-traded goods represent a larger 
fraction of GDP than traded goods (γ = 0.67). 

To better understand the role of non-traded goods in real exchange rate fluctuations, I simulate the model under 
different assumptions about the characteristics of the economy. In each case I calculate the volatility of the real 
exchange rate (relative to output) and its variance decomposition. Since Table 2 indicates that the role of 
non-traded goods depends on the type of shock, these simulations are made separately for productivity shocks 
(Figure 2) and for monetary shocks (Figure 3). The solid line corresponds to real exchange rate volatility (right 
scale), and the other two lines correspond to the fraction of real exchange rate movements explained by changes 
in the relative price between traded and non-traded goods, both for percentage deviations from its steady state 
(VD(rerN), short dash, left scale) and its quarterly changes (VD(∆rerN), long dash, left scale). 

3.4 Real Exchange Volatility and the Role of Non-Traded Goods in the Case of Productivity Shocks 

The fraction of non-traded goods in the consumption basket (γ) affects the degree of openness in an economy 
(exports and imports over GDP) and the correlation between its domestic output and its domestic consumption. 
Figure 2(a) shows that, as the fraction of non-traded goods increases, the real exchange rate becomes more 
volatile. Other things equal, productivity shocks generate four times more real exchange rate volatility in an 
economy where 90% of its consumption is made of non-traded goods than in one in which non-traded goods 
represent only 10%. As discussed in the previous section, productivity shocks in the non-traded sector cause 
more real exchange rate volatility than shocks in the traded sector. Therefore an increase in the weight of the 
non-traded goods sector will cause an increase in the volatility of the real exchange rate. This increase in overall 
real exchange rate volatility can be attributed to a significant increase in the volatility of rerN. The volatility of 
rerT also increases, but not as much. As a result, the fraction of real exchange rate movements caused by changes 
in the relative price of non-traded goods increases dramatically, from as little as 16% to as much as 72%. The 
large effect of γ on rerN can be explained by equation (42), which links the variance of the relative price of 
non-traded goods to that of the real exchange rate. A higher fraction of non-traded goods does not significantly 
increase the volatility of the relative price of non-traded goods. However, it significantly increases the effect that 
changes in the relative price of non-traded goods have on the real exchange rate. For example, holding the price 
of traded goods constant, a 1% increase in the price of domestic non-traded goods will increase the relative price 
of non-traded goods by 1% regardless of the weight on non-traded goods in the economy. But as that weight 
increases the effect on the overall domestic price level will be larger, causing a larger difference between the 
domestic and foreign price levels. 

 2var( ) var( )N N T
t t trer p pγ=   (42) 

The weight of domestic goods in the basket of traded goods (κ) is another factor determining the degree of 
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openness in the economy. A value of κ above 0.5 represents a preference bias toward the country’s own goods. 
(Note 9) Figure 2(b) shows that an increase the degree of “home bias” has a non-monotonic, U-shaped effect on 
the volatility of the real exchange rate, but it has a strictly increasing effect for the more relevant range in which 
the economy consumes more domestic traded goods than foreign traded goods (κ > 0.5). This implies that 
productivity shocks generate more real exchange rate volatility in economies that don’t trade a lot with each 
other and have very different consumption baskets of tradable goods than in more interdependent economies. 
This result cannot be attributed to either component of the real exchange rate. A closer look reveals that the 
volatility of both components actually falls as home bias rises, but the overall variance of the real exchange rate 
increases because their covariance becomes less negative. We know from Figure 1(b) that in response to a 
positive productivity shock in the domestic traded goods sector the nominal exchange rate appreciates and 
creates a deviation from PPP for traded goods prices. That PPP deviation is partially offset by the fall in the price 
of the traded goods basket at home (PT). As home bias increases, a change in the price of domestic traded goods 
(PH) has a larger impact on the price of traded goods at home (PT), and that diminishes the response of rerT to 
those productivity shocks. Productivity shocks in both sectors are positively correlated. When both PN and PH 
rise, the effect on PN/PT is smaller if κ is larger and PH has a larger impact on PT. That contributes to reducing the 
volatility of rerN. Figure 2(b) shows that, in general, as κ increases the variance of rerT falls faster than the 
variance of rerN. This implies that in less open economies a larger fraction of real exchange rate movements are 
caused by changes in the relative price of non-traded goods. 

 

 
Figure 2. Real exchange rate volatility and variance decomposition (productivity shocks) 
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Price stickiness (measured by θ) refers to the frequency with which firms change their prices to adjust to current 
and expected economic conditions. As firms keep prices unchanged for longer periods the effect of productivity 
shocks on prices becomes smaller. That reduces the response of the relative price between traded and non-traded 
goods but also that of the relative price between domestic and foreign traded goods. At low levels of price 
stickiness the volatility of rerT falls faster and rerN gains importance, but the opposite happens at high levels of 
price stickiness, creating the inverted U-shaped variance decompositions in Figure 2(c). Price stickiness also 
reduces the overall volatility of the real exchange rate. But since price stickiness reduces the effect of supply 
shocks on output, the volatility of the real exchange rate relative to output does not decrease monotonically. It 
remains more or less unchanged for low degrees of price stickiness and it falls very rapidly when prices adjust 
very infrequently. 

It is well-known that the coefficient of relative risk-aversion (σ) has a significant effect on the overall volatility 
of the real exchange rate (Chari et al., 2002; Corsetti et al., 2005). The coefficient of relative risk aversion is 
equal to the inverse of the elasticity of inter-temporal substitution, and it links the volatility of the real exchange 
rate to that of the domestic-foreign consumption ratio. This is clear by taking the standard deviation on both 
sides of equation (35), which results in equation (43). In the case of productivity shocks, when the coefficient of 
relative risk-aversion rises from one to five the volatility of the real exchange rate relative to output rises from 
1.2 to 3.2. Both the volatility of rerT and rerN increase, but the effect on rerN is stronger. 

 * 1( ) ( )t t tsd c c sd rerσ −− =  (43) 

The last parameter examined is the correlation between productivity shocks in the traded goods sector and 
productivity shocks in the non-traded goods sector. In the benchmark model this correlation is 46%, as estimated 
by Stockman and Tesar (1995). When productivity shocks are sector-specific and not perfectly correlated, they 
change the cost of non-traded goods relative to domestically-produced traded goods, adding an additional source 
of movements in the relative price between traded and non-traded goods. Figure 2(e) shows that when the 
cross-sector correlation decreases from 90% to 0%, the volatility of the real exchange rate relative to output rises 
from 1.7 to 2.3. However, the relative importance of changes in the relative price between traded and non-traded 
goods only increases by 2%, from 68% to 70%, since the volatility of movements in the international relative 
price of traded goods also rises. 

3.5 Real Exchange Volatility and the Role of Non-Traded Goods in the Case of Monetary Shocks 

 

 
Figure 3. Real exchange rate volatility and variance decomposition (monetary shocks) 
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Figure 3 shows the effect of certain model parameters on the level of real exchange rate volatility relative to 
output and on the two types of real exchange rate variance decompositions when the model is exclusively driven 
by monetary shocks. In this case, since monetary shocks do not have a direct impact on the relative price of 
non-traded goods, movements in that relative price only explain a very small fraction of overall real exchange 
rate movements. Thus the effect of the model parameters on overall real exchange volatility mainly depends on 
the effect that those parameters have on the international relative price of traded goods. 

Unlike in the case of productivity shocks, monetary shocks have a smaller impact on real exchange rate 
fluctuations when the non-traded sector represents a larger fraction of the economy (Figure 3(a)). When the 
weight of non-traded goods rises from 10% to 90% of the economy, the volatility of the real exchange rate 
caused by monetary shocks falls from 4.4 to 3 times the volatility of output. An exogenous interest rate increase 
appreciates the nominal exchange rate and creates deviations from PPP for traded goods prices. The interest rate 
increase also curbs domestic consumption and reduces prices of goods consumed at home, which partially 
offsets the nominal appreciation. If non-traded goods represent a larger fraction of the consumption basket then 
the fall in the home price level is larger, and deviations from PPP are more moderate. That also contributes to 
increase the relative importance of movements in the relative price of non-traded goods, although moderately. 

When the economy becomes less open due to an increase in home bias (κ), the volatility of the real exchange rate 
also falls, for similar reasons. As the weight of domestically-produced traded goods rises from 10% to 90% of 
the traded goods basket, the volatility of the real exchange rate falls from 3.9 to 3 times the volatility of output. 
However, unlike with changes in γ, the variance decompositions exhibit an inverted-U shape centered at κ = 0.5 
because home bias has a non-monotonic effect on the volatility of rerN. 

An increase in price stickiness (θ) reduces the effect of monetary shocks on the volatility of the real exchange 
rate. This may appear to be at odds with Dornbusch’s (1976) overshooting effect, in which sticky prices magnify 
the response of the nominal and real exchange rates to monetary shocks. The difference is due to the alternative 
(but equivalent) ways of introducing monetary shocks in the model. In Dornbusch’s model monetary shocks 
consist of changes in the money supply. If prices are sticky, changes in the money supply translate into changes 
in the interest rate. The stickier prices are, the higher is the response of the interest rate and the nominal 
exchange rate. However in this model monetary shocks are directly introduced as exogenous changes in the 
interest rate. A higher degree of price stickiness does not affect the size of the exogenous interest rate change. 
But the additional price stickiness reduces the response of prices to monetary shocks. The increase in price 
stickiness reduces the volatility of rerN (which depends only on prices) faster than that of rerT (which depends on 
prices but also on the more flexible nominal exchange rate). Therefore as prices become stickier the relative 
importance of rerN falls. 

As in the case of productivity shocks, a higher degree of risk aversion increases the volatility of the real 
exchange rate. In this case, when the coefficient of relative risk-aversion rises from one to five the volatility of 
the real exchange rate relative to output rises from 1.7 to 8.4. However in this case the increase in real exchange 
rate volatility is primarily due to an increase in the volatility of rerT. 

4. Summary and Conclusions 

This paper uses a two-country DSGE model to study how different characteristics of the economy affect the 
volatility of real exchange rate fluctuations and the fraction of those fluctuations that are caused by movements 
in the relative price of non-traded goods. The model shows that productivity shocks, whether sector-specific or 
economy-wide, cause real exchange rate movements mainly by changing the relative price between traded and 
non-traded goods. They also create significant deviations from purchasing power parity for traded goods prices. 
By contrast, monetary shocks are transmitted to the real exchange rate almost exclusively through changes in the 
international relative price of traded goods. This has important implications for economic modeling. A model 
meant to study the effects of productivity shocks on the real exchange rate cannot assume that all goods are 
tradable, since that would ignore a major channel through which productivity shocks affect the real exchange 
rate. On the other hand, the omission of non-traded goods in a model driven by monetary shocks may be less 
significant. 

The model’s impulse-response functions show that the response of the real exchange rate to productivity shocks 
depends on how the shock affects the relative price of non-traded goods. A positive productivity shock in the 
non-traded goods sector reduces the relative price of non-traded goods and causes a real depreciation, while a 
shock in the traded good sector raises the relative price of non-traded goods and causes a real appreciation. 
Productivity shocks also cause deviations from PPP for traded goods prices, but they can only partially offset the 
effect of the relative price of non-traded goods on the real exchange rate. In the case of monetary shocks the 
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change in the real exchange rate depends on whether traded goods become more or less expensive at home than 
abroad. The change in the relative price of non-traded goods is quantitatively much less important. 

The results from the model’s simulation under different assumptions indicate that whether openness and global 
interdependence contribute to increase or decrease the volatility of the real exchange rate depends on the type of 
shock. In more open economies the real exchange rate exhibits smaller swings in response to productivity shocks 
but larger movements in response to monetary shocks. The reason is that, in general, as two economies become 
more integrated, the relative price of non-traded goods loses relative importance as the driver of real exchange 
rate fluctuations. Since monetary shocks are transmitted almost exclusively through PPP deviations for traded 
goods prices, they generate more volatility as that component gains relative importance. 

A higher degree of price stickiness moderates the response of the real exchange rate to both types of shocks, as 
prices of traded and non-traded goods change more slowly. In the case of monetary shocks it also reduces the 
relative importance of the relative price of non-traded goods. In the case of productivity shocks the effect on the 
variance decompositions is not monotonic. 

The real exchange rate is more volatile when countries exhibit a high degree of risk aversion. In the case of 
productivity shocks that increase in volatility is mostly attributed to movements in the relative price of 
non-traded goods. But in the case of monetary shocks it’s attributed to deviations from PPP for traded goods 
prices. 

Productivity shocks generate changes in the relative price between traded and non-traded goods even when they 
are not sector-specific. But a higher degree of correlation between sectorial shocks reduces those movements and 
causes a reduction in the volatility of the real exchange rate. 

One interesting observation is that, since the two components of the real exchange rate are negatively correlated, 
it’s possible that a factor that reduces the volatility of one or both components of the real exchange rate may 
actually contribute to increase the overall volatility of the real exchange rate. That’s the case with an increase 
home bias: productivity shocks generate fewer movements in the relative price of non-traded goods and fewer 
PPP deviations for traded goods prices, yet the real exchange rate becomes more volatile because changes in the 
latter now offset fewer movements of the former. 

Overall the study shows that real exchange rate variance decompositions are highly sensitive to the type of shock 
hitting the economy. That is important because empirical studies in which PPP deviations for traded goods prices 
seem to dominate real exchange rate movements may be interpreted as implying that changes in the relative price 
of non-traded goods are not important, even if they are very important for the transmission of productivity 
shocks. The level of real exchange rate volatility and its variance decomposition also depend on the 
characteristics of the economy. But whether those factors increase or reduce that volatility and the contribution 
of changes in the relative price of non-traded goods often depends on what type of shock is more prevalent. 
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Notes 

Note 1. This approach is used to explain the well-known relationship between productivity and real exchange 
rate rates known as the Balassa-Samuelson effect (Balassa (1964), Samuelson (1964)).  

Note 2. For example, assuming that the overall price index is a geometric average of the price indices for both 
types of goods, P = (PT)(1-γ)×(PN)γ, then P/PT = (PN/PT)γ, where PN/PT is the domestic relative price between 
traded and non-traded goods and γ is the weight of non-traded goods in the overall price index. 

Note 3. Engel (1999) used the mean square error rather than the variance to take into account the trend. 

Note 4. Among the countries that he studied the only exception was the U.S.-Canada exchange rate, for which 
the relative price of non-traded goods gained importance at longer horizons. 

Note 5. The data used to calculate that ratio is in logarithms and detrended with the Hodrick-Prescott filter. The 
measure of real exchange rate used corresponds to the broad real effective real exchange rate provided by the 
Federal Reserve. 

Note 6. The variance decomposition results from obtained from a log-linearized DSGE model are more directly 
comparable to results obtained using detrended data, but the empirical studies mentioned in the text do not 
detrend the real exchange rate. One exception is Betts and Kehoe (2006), but they only use detrended data to 
compute the variance decomposition in the case of annual deviations, not quarterly changes. 

Note 7. The three models discussed earlier in this section do not include economy-wide, unbiased productivity 
shocks. The properties of the economy-wide productivity shock used in the impulse-response functions are 
constructed using weighted averages of the properties of the sector-specific productivity shocks. 

Note 8. Recall that the real exchange rate is defined as the cost of foreign goods in terms of domestic goods. 
Therefore a rise in the real exchange rate represents a depreciation and a fall represents an appreciation. 

Note 9. Home bias creates an additional source of deviations from purchasing power parity for traded goods 
prices. Even if the law of one price is satisfied, meaning that goods produced in a country cost the same at home 
and abroad (PH = S×PH* and PF = S×PF*), under home bias differences between the prices of goods produced at 
home and abroad (PH ≠ PF) cause differences in the prices of the baskets of traded goods consumed in the Home 
and Foreign economies (PT ≠ PT*). However this additional source of volatility is not quantitatively significant in 
this case. 
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