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Abstract 
In this article, we are presenting a model for optimizing the selection of cost drivers in activity-based costing 
such that the optimal set of cost drivers will minimize the sum of the absolute product unit price deviations and 
will keep the budget under the intended amount utilizing a quasi-Knapsack structure. Comparative analysis from 
two benchmark problems showed the effectiveness of the proposed model. Moreover, the comparative analysis 
showed that categorizing the cost drivers into four operational expenses levels as suggested by cooper and 
Kaplan (1991) did not always lead to a better solution. Furthermore, the study showed that the budget is not the 
only determinant that determines the best set of cost drivers, the way that the expenses of the removed cost 
drivers are handled is also a determinant for the effectiveness of the model.  

Keywords: activity-based costing, quasi-knapsack problem, cost driver optimization, CDO model 

1. Introduction 
Traditionally, manufacturing overhead cost is allocated based on plantwide rate such as machine hours or direct 
labor (Brignall, 1997). In case of high value of overhead cost relative to direct cost value or in case that the 
overhead allocation is not based on volume, traditional costing system may allocates the overhead cost to the 
products inaccurately (Baird et al., 2004). Furthermore, the traditional costing system suffers from the problem 
of non-homogenous cost pools that contain a collection of costs with different reasons. As a consequence of 
these short comes, inaccurate product pricing occurs that is manifested in direct loss in case of under pricing the 
product or the form of market share loss in case of overpricing the product. In either case, this can have 
devastated consequences on the company. The remedy for these devastated consequences is in adapting more 
effective management costing system such as Activity-Based Costing (ABC) system, which characterized by a 
homogenous cost pools as all costs that have the same reason are gathered in the same cost pool, thus cost 
allocation is based on cost causatives. Moreover, the ABC system allocates costs using number of operational 
expenses levels against usually one plantwide level in the traditional costing system, the matter that increases the 
information accuracy obtained by the ABC analysis (Foster & Swenson, 1997; McGowan & Klammer, 1997). 

Unfortunately, the attempt of increasing the information accuracy by increasing the number of cost drivers in 
ABC analysis usually associated with increasing the analysis cost. Cooper, 1989 drew the attention to this 
dilemma by calling for proper choice of cost drivers number and type used in ABC analysis. Later on, he but a 
frame work to deal with this dilemma and suggested that the number of cost drivers used in ABC analysis should 
be increased as the cost objects mixed become more diverse. He also drew the attention that small and/or 
correlated cost activities should not have a separate cost drivers and they should be combined with other cost 
drivers. These notes lay the foundation for what is known in literature as Cost Drivers Optimization (CDO) 
problem. Lately many authors emphasized the importance of cost drivers and the role that they play as a main 
difference between the traditional and ABC costing systems like (Geri & Ronen, 2005; Oduoza, 2009; Cokins & 
Căpuşneanu, 2010). In 1993, Babad, and Balachandran proposed the first mathematical model to solve the CDO 
problem. In their paper, they developed a CDO model that compromise between the accuracy of information cost 
and the information-gathering cost using Greedy algorithm. Later on, Alan and Gupta, 1996 developed a Genetic 
Algorithm (GA) for solving the CDO problem based on Babad, and Balachandran, (1993) model. Casten (2001) 
used Babad and Balachandran, 1993 model to solve the CDO problem but instead of replacing the cost driver 
with only one other cost driver, he considered replacing the cost driver with a combination of cost drivers. Datar 
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et al., 1993 used the simultaneous equation method to solve the CDO problem for U.S. firm. Banker et al. (1995), 
Duh et al. (2009), and Wang et al. (2010) investigated the application of linear regression analysis to the CDO 
problem for different companies. 

The core of all these methods for solving the CDO problem is to have a compromise between the cost of 
performing the ABC analysis and the accuracy obtained from this analysis. In general, the more the accuracy the 
ABC system provides, the higher the cost of that system. This is true because, the higher the accuracy needed, 
the higher the number of cost drivers needed and thus the higher the information-gathering cost needed. For this 
reason, the CDO problem concerns with finding the best number of cost drivers along with which cost drivers 
are needed to maximize the precision resulted from the analysis while keeping the cost of analysis within budget. 
Unfortunately, most of the CDO models neglected the budget as a separate constraint and incorporated it in the 
objective function. In this study, a model for solving CDO problem is proposed to find the optimal cost drivers 
that minimize the sum of the absolute deviations between the ideal unit product cost (using all the cost drivers 
available) and the unit product cost (using the optimal set of cost drivers) using a quasi-Knapsack structure under 
budget constraint. This model will find a trade-off between the efficiency and the effectiveness of the cost 
drivers used in the ABC analysis. The objective function of this proposed model differs than the one used in 
Babad, and Balachandran, the one that many authors adopt in a way or another for solving the CDO problem, in 
that this objective function takes into consideration the effectiveness of the analysis (minimum absolute error) 
while having the efficiency (budget) of the analysis as a constraint. Moreover, this model allocates the expenses 
of the unused cost drivers to the optimal set of cost drivers based on their expenses proportions. Furthermore, 
this model can be used to determine the optimal plantwide cost driver for the traditional costing system if desired 
by the decision maker. 

For sake of completion, this model will be extended to take into consideration the four levels of operating 
expenses suggested by cooper and Kaplan (1991) to see what impact of categorizing cost drivers into these 
operating expenses have on the accuracy of the model. 

The rest of the paper will be organized as follows: section 2 will define the variables used in the proposed model, 
section 3 will present the proposed model, section 4 will solve two benchmark examples adapted from literature 
for comparative analysis, section 5 will extend the model to accommodate for the four operating expenses 
suggested by cooper and Kaplan (1991), and section 6 will summarize the findings. 

2. Model Derivation 
For our model, P denotes a vector of products or cost objects such that ݌ ∈  is the pth product in P, J denotes a ۾
vector of cost drivers for production or service activities such that ݆ ∈ ۸ is the jth cost driver in J, and R denotes 
a vector containing the indices of the removed cost drivers from J.  

let us define the following: ܳ௣௝: The quantity of jth cost driver used by the pth product.  ܣ௝: The expense of the jth cost driver.  ܣሶ௝: The expense of the jth cost driver after adding its share expenses from all other removed cost drivers ݎ ∈  ܀
expenses: ܣሶ௝∉ࡾ ൌ ൫∑ ࡾ∋௝௝ܣ ൯ ൈ ஺ೕ∉ࡾ∑ ஺ೕೕ∉ࡾ ൅  ௝: A binary indicator variable that indicates whether the jth cost driver is included in the optimal solution or notݔ (1)         ,ࡾ∌௝ܣ
such that: ݔ௝ ൌ ൜1	j ് r	0	j ൌ rൠ. ܣሶ௝ can be rewritten using ݔ௝ as follows: ܣሶ௝ ൌ ൣ∑ ௝௝ܣ ൫1 െ ௝൯൧ݔ ൈ ஺ೕ௫ೕ∑ ஺ೕ௫ೕೕ ൅  .௣: The approximated total cost of the pth product using the optimal set of cost driversܥ .௣∗: The ideal total cost of the pth product using all cost drivers availableܥ .௝.         (2) ܷ௣: Number of units produced from the pth productݔ௝ܣ
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ܷ ௣ܲ∗: The ideal unit cost of the pth product using all cost drivers available. ܷ ௣ܲ: The approximated unit cost of the pth product using the updated set of cost drivers. 

From these definitions it should be clear that: ܷ ௣ܲ∗ ൌ ஼೛∗௎೛	 	 	 	 	 	 	 	 	 	 	 	 (3)	
And, ܷ ௣ܲ ൌ ஼೛௎೛ ,           (4) 

Where: ܥ௣∗ ൌ 	∑ ൤ܣ௝ ൈ ொ೛ೕ∑ ொ೛ೕ೛ ൨௝            (5) 

and ܥ௣ ൌ 	∑ ൤ܣሶ௝ ൈ ொ೛ೕ∑ ொ೛ೕ೛ ൨௝∉ோ  .          (6) 

This means that 

ܷ ௣ܲ∗ ൌ ∑ ቈ஺ೕൈ ೂ೛ೕ∑ ೂ೛ೕ೛ ቉ೕ ௎೛            (7) 

and 

ܷ ௣ܲ ൌ ∑ ቈ஺ሶೕൈ ೂ೛ೕ∑ ೂ೛ೕ೛ ቉ೕ∉ೃ ௎೛ .           (8) 

In this study, the objective function of the proposed model will minimize the sum of the absolute deviations 
between the ideal unit cost of the pth product using all cost drivers available and the unit cost of the pth product 
using the updated set of cost drivers. Mathematically, this objective function can be given as: 

∑ ݏܾܽ ቌ∑ ቈ஺ೕൈ ೂ೛ೕ∑ ೂ೛ೕ೛ ቉ೕ ௎೛ െ ∑ ቈ஺ሶೕൈ ೂ೛ೕ∑ ೂ೛ೕ೛ ቉ೕ∉ೃ ௎೛ ቍ௉ .	 		 	 	 	 	 	 	 (9)	
Alternatively, ܷ ௣ܲ can be expressed in terms of the binary indicator variable ݔ௝ as follows: 

ܷ ௣ܲ ൌ ∑ ቈ஺ሶೕൈ ೂ೛ೕ∑ ೂ೛ೕ೛ ௫ೕ቉ೕ ௎೛ ,	 	 	 	 	 	 	 	 	 	 	 (10)	
This means that the objective function can be rewritten as: 

∑ ݏܾܽ ቌ∑ ቈ஺ೕൈ ೂ೛ೕ∑ ೂ೛ೕ೛ ቉ೕ ௎೛ െ ∑ ቈ஺ሶೕൈ ೂ೛ೕ∑ ೂ೛ೕ೛ ௫ೕ቉ೕ ௎೛ ቍ௉ .	 		 	 	 	 	 	 	 (11) 

Furthermore, the objective function can be simplified by combining the two summations as follows: 

∑ ݏܾܽ ቌ∑ ቎ ೂ೛ೕ∑ ೂ೛ೕ೛௎೛ ൫ܣ௝ െ ௝൯቏௝ݔሶ௝ܣ ቍ௉ .	 		 	 	 	 	 	 	 (12) 

where ܣሶ௝ݔ௝ is:  ܣሶ௝ݔ௝ ൌ ൣ∑ ௝௝ܣ ൫1 െ ௝൯൧ݔ ൈ ஺ೕ∑ ஺ೕ௫ೕೕ ௝ଶݔ ൅ 	.௝ଶݔ௝ܣ 		 	 	 	 	 (13) 

Note that ݔ௝ଶ can be replaced with ݔ௝ since ݔ௝ is binary and thus the square of its value is the same as the 
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original value so we can replace ݔ௝ଶ with ݔ௝ in the objective function. 

Taking ܣ௝ and ݔ௝ as common factors, the objective function can be further reduces to: 

∑ ݏܾܽ ቌ∑ ೂ೛ೕ∑ ೂ೛ೕ೛௎೛ ௝ܣ ൬1 െ ൬ൣ∑ ஺ೕೕ ൫ଵି௫ೕ൯൧∑ ஺ೕ௫ೕೕ ൅ 1൰ ௝൰௝ݔ ቍ௉ .	 	 	 	 	 	 	 (14)	
This function is not a linear function and hence the name quasi-Knapsack is used. This function represents the 
deviation between the ideal unit price and the expected unit price and thus it represents the error introduced 
because of removing some of the cost drivers. This error must be minimized and hence the overall objective 
function is as follows: 

݉݅݊∑ ݏܾܽ ቌ∑ ೂ೛ೕ∑ ೂ೛ೕ೛௎೛ ௝ܣ ൬1 െ ൬ൣ∑ ஺ೕೕ ൫ଵି௫ೕ൯൧∑ ஺ೕ௫ೕೕ ൅ 1൰ ௝൰௝ݔ ቍ௉ .	 		 	 	 	 (15) 

This objective function will be minimized under the constraint of budget such that the overall cost of the ABC 
analysis will not exceed the intended budget. This means that the total cost of gathering-information for the 
survived cost drivers must not exceed the budget allocated for ABC analysis. Let  ܦ௝: The cost of gathering information (cost of data collection, analysis, and storage) for the jth cost driver then ∑ ௝௝ݔ௝ܦ  is the total cost for the analysis, hence: ∑ ௝௝ݔ௝ܦ 	൑ 	.ݐ݁݃݀ݑܾ 	 	 	 	 	 	 	 	 	 (16)	
Moreover, the minimum cost of gathering information about the cost drivers must not exceed the budget 
allocated for the ABC analysis. This can be seen as a feasibility check whether the budget is enough to carry out 
the minimal requirement of the ABC analysis with at least one cost driver or not. This is a feasibility check 
because if this value is more than the budget available to carry out the ABC analysis, there is no way to perform 
this analysis. This requirement can be expressed mathematically as: ݉݅݊൫ܦ௝൯ ൑ 	.ݐ݁݃݀ݑܤ	 	 	 	 	 	 	 	 	 (17) 

Furthermore the number of cost drivers survived must be at least one to meet the minimum requirement of 
performing any cost analysis. If the number of survived cost drivers is one, then the analysis will be equivalent to 
the traditional costing system analysis. This constraint can be expressed mathematically as:  ∑ ௝௝ݔ ൒ 1.	 	 	 	 	 	 	 	 	 	 	 (18)	
2.1 The Full Proposed Model 

The mathematical formulation of the CDO problem proposed in this study is as follows: 

݉݅݊∑ ݏܾܽ ቌ∑ ೂ೛ೕ∑ ೂ೛ೕ೛௎೛ ௝ܣ ൬1 െ ൬ൣ∑ ஺ೕೕ ൫ଵି௫ೕ൯൧∑ ஺ೕ௫ೕೕ ൅ 1൰ ௝൰௝ݔ ቍ ,௉ 	 		 	 	 	 (A1) 

s.t ݉݅݊൫ܦ௝൯ ൑ 		,	ݐ݁݃݀ݑܤ	 	 	 	 	 	 	 	 	 (A2) ∑ ௝ݔ௝ܦ ൑ ௝ݐ݁݃݀ݑܾ ,	 		 	 	 	 	 	 	 	 (A3)	∑ ௝௝ݔ ൒ 1,	 	 	 	 	 	 	 	 	 	 	 (A4) ݔ௝	ܾ݅݊ܽݕݎ.	 	 	 	 	 	 	 	 	 	 	 (A5) 

Equation A1 is the objective function that calculates and minimizes the total absolute unit-price error in the 
analysis. Equation A2 guarantees that there is enough money to carry out the minimal requirement of the ABC 
analysis. Equation A3 guarantees that the total cost for the optimal solution will not exceed the required budget 
for the analysis. Equation A4 guarantees that at least one cost driver will be selected. If this inequality in this 
constraint changed to equality with 1 then this model will find the best plantwide cost driver for the traditional 
costing.  
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3. Illustrative Examples and Results 
To illustrate the proposed model, two examples will be used. The first example is adapted from Smith and 
Leksan (1991) and the second example is adapted from Babad and Balachandran (1993). These examples will be 
solved using the proposed model. For convenience, the relevant data for these examples will be repeated in this 
paper. 

Example 1 

The first example is adapted from smith and Leksan (1991) where three products and ten cost drivers are 
originally used in their analysis. Table 1 shows the relevant data for this example. This example was solved twice 
in Levitan and Gupta (1996) using the model proposed by Babad, and Balachandran (1993): the first time it was 
solved using Greedy method and the second time using GA method. For comparison purposes, the example will 
be solved using our model with a budget of $3,300 to compare its performance with Greedy and GA solutions. 
The beauty of this model is in its simplicity where it can be solved easily using Excel Solver.  

 

Table 1. Production cost data adapted from smith and Leksan, 1991 

Product Quantity 

Purchasing 

material 

(D1) 

Purchasing 

Components 

(D2) 

Number 

of 

Vendors 

(D3) 

Number 

of units 

(D4) 

Units 

expedited 

(D5) 

Part 

Shipments 

(D6) 

Material 

shipments 

(D7) 

Production 

runs (D8) 

Total 

shipments 

(D9) 

Inspection 

points 

(D10) 

P C 7000 500 2000 25 7000 1500 2000 500 10 2500 196000 

P M 2900 300 1500 30 2900 450 1500 300 15 1800 118900 

P L 100 200 500 45 100 50 500 200 25 700 5100 

Units consumed (#)   1000 4000 100 10000 2000 4000 1000 50 5000 320000 

Dollar value ($)   2000 1000 2000 2000 1000 5000 2500 2500 3000 4000 

Information cost ($)   1500 1800 1700 1800 2000 1800 2200 2300 2400 1700 

 
Using Excel 2007 Solver, the proposed model suggests using Purchasing material and Purchasing components 
cost drivers as the key cost drivers. Using these optimal cost drivers, the product unit cost calculations are as 
follows: 

The new expenses of the D1and D2 cost drivers ൫ܣሶଵ,  ሶଶ൯ after adding their shares from the expenses of theܣ
removed cost drivers (D3, D4, D5, D6, D7, D8, D9, D10) are: ܣሶଵ ൌ 22000 ൈ 20003000 ൅ 2000 ൌ 16666.66 

and ܣሶଶ ൌ 22000 ൈ ଵ଴଴଴ଷ଴଴଴ ൅ 1000 ൌ 8333.33, 

Respectively. Table 2 shows the rest of the ABC analysis calculations for the unit costs of the three products 

based on the optimal set of cost drivers; Purchasing material and Purchasing components. 

 

Table 2. ABC analysis calculations based on the optimal set of cost drivers 

Activity Activity expense Activity cost driver Activity cost driver quantity Activity cost driver rate 

Purchasing material $16666.66 $ of purchased material 1000 $16.66 per $ of purchased material 

Purchasing components $8333.33 $ of purchased components 4000 $2.083 per component 

 

 Activity cost 

driver rate 

ACDQ P1 Activity 

expense P1 

ACDQ P2 Activity 

expense P2 

ACDQ P3 Activity 

expense P3 

Purchasing material $16.66 per $ of 

purchased 

500 $8333.3 300 $5000 200 $3333.3 
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material 

Purchasing components $2.083 per 

component 

2000 $4166. 7 1500 $3125 500 $1041.7 

Product Cost  $12500  $8125  $4375 

Optimal product cost  $12350  $8321  $4329 

Error per product  $150  $196  $46 

Optimal Product Unit Cost  $1.764  $2.869  $43.29 

Product Unit Cost  $1.786  $2.801  $43.75 

Abs Error per unit  $0.022  $0.0680  $0.460 

 

Table 3 shows a comparison between the proposed model results and Greedy and GA results. 

 

Table 3. Comparative analysis between the proposed model, Greedy, and GA for example 1 

Solved By 

Optimal 

cost 

driver set 

Unit cost 

($/unit)     

Budget 

($) 

Cost 

Savings 

($) 

Objective 

Function 

($/unit) 

Absolute 

total cost 

deviation 

($) 

P1 P2 P3         

Ideal using all cost drivers All ten 1.764 2.869 43.288 19200 0 0 0 

Babad, and Balachandran, 1993 (Greedy) N/A 1.825 2.769 41.950 6800 12400 1.499 850 

Levitan and Gupta, 1996 (GA) D1, D6 1.786 2.935 39.880 3300 15900 3.495 681 

Proposed model @ budget $3300 D1, D2 1.786 2.801 43.750 3300 15900 0.55 392 

 

Table 3 shows that the proposed model has a better objective function value (0.55) than Greedy and GA methods 
(1.499 and 3.495, respectively) as it has a more precise product unit costs (1.786, 2.801, 43.750) than Greedy 
and GA methods ({1.825, 2.769, 41.950}, {1.786, 2.935, 39.880}, respectively). Moreover, the proposed model 
has a cost savings of $15,900, which is better than $12,400 cost savings found by Greedy method and has the 
same cost savings found in GA. Furthermore, the absolute total cost deviation for the proposed model was $392 
which is better than $850 and $681 for Greedy and GA methods, respectively.  

Example 2 

The second example is adapted from Babad, and Balachandran, 1993 where four products and seven cost drivers 
are originally used in their analysis. Table 4 shows the relevant data for this example. This example was solved 
twice in Levitan and Gupta, 1996 using Greedy and GA methods. For comparison purposes, the example will be 
solved using our model with a budget of $2,000 to compare its performance with Greedy and GA solutions.  

 

Table 4. Production cost data adapted from Babad, and Balachandran, 1993 

Product Quantity 

Material (dollars) 

(D1) 

Direct labor 

(D2) 

Machine hours 

(D3) 

Setups 

(D4) 

Orders 

(D5) 

Times handled 

(D6) 

Parts 

(D7) 

P1 10 60 5 10 1 1 1 1 

P2 100 600 50 40 2 3 3 1 

P3 10 180 15 20 1 1 1 1 

P4 100 1800 150 100 4 3 3 1 

                  

Units consumed (#)   2640 220 170 8 8 8 4 

Dollar value ($)   264 220 3400 960 1000 200 2000 

Information cost ($)     2500 1500 2000 2000   2500 

 

Using Excel 2007 Solver, the proposed model suggests using Material, Setups, and Times handled cost drivers as 
the key cost drivers. Table 5 shows a comparison between the proposed model results and Greedy and GA results 
using these optimal cost drivers. 
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Table 5. Comparative analysis between the proposed model, greedy, and GA for example 2 

Solved By 

Optimal cost 

driver set 

Unit price ($/unit) 

Budget 

($) 

Cost 

Savings 

($) 

Objective 

Function 

($/unit) 

Absolute 

total cost 

deviation 

($) 

P1 P2 P3 P4  

Ideal using all cost drivers All seven 102.6 25.5 133.8 51.1 10500 0  0 0 

Babad, and Balachandran, 1993 (Greedy) D3, D5 80.14 28.06 120.28 52.14 3500 7000 39.62 720 

Levitan and Gupta, 1996 (GA) D4 125.3 25.06 125.3 50.12 2000 8500 32.62 454 

Proposed model @ budget $2000 D1, D4, D6 106.29 26.4 114.74 51.74 2000 8500 24.2 381 

 

Table 5 shows that the proposed model has a better objective function value (24.2) than Greedy and GA methods 
(32.62 and 39.62, respectively) as it has more precise product unit values (106.29, 26.4, 114.74, 51.74) than 
Greedy and GA methods ({80.14, 28.06, 120.28, 52.14}, {125.3, 25.06, 125.3, 50.12}, respectively). Moreover, 
the proposed model has a cost savings of $8,500 which is better than $7,000 cost savings found by Greedy 
method and has the same cost savings found in GA. Furthermore, the absolute total cost deviation for the 
proposed model was $381 which is better than $720 and $454 for Greedy and GA methods, respectively.  

For sake of completion, the proposed model was used to determine the optimal plantwide cost driver for 
traditional costing analysis for the two examples by replacing Equation A4 with: ∑ ௝௝ݔ ൌ 1		 	 	 	 	 	 	 		 	 	 	 	 	 (A4`) 

and solving the model. For example1, the problem has an alternative optima. The plantwide cost driver was 
either Purchasing material or Material shipments with objective value of 7.02. The cost savings was $17,700 for 
Purchasing material and $17,000 for Material shipments. It is obvious that Purchasing material has the same 
objective function of Material shipments but with lower cost, so Purchasing material should be selected as the 
plantwide cost driver for this example. For example 2 the plantwide cost driver was the Setups cost driver with 
objective value 32.62. The cost savings was $8,500. Surprisingly, this cost driver was reported in Levitan and 
Gupta, 1996 using their GA method (See Table 5) as the optimal solution.  

3.1 Model Extension 

The proposed model can be extended easily to take into consideration the four levels of operating expenses 
(Unit-level, Batch-Level, Product-level, and Facility-level) suggested by cooper and Kaplan (1991) in 
determining the optimal cost drivers set if desired by the decision maker. This can be easily done by introducing 
four more constraints, one for each operating expense level. To do so, the set of the original cost drivers must 
first be categorized into four categories, a category for each operating expense level. This will introduce another 
index in the variables used in the proposed model in section 3 as follows: 

∑ ݏܾܽ ቌ∑ ஺ೕൈ ೂ೛ೕ∑ ೂ೛ೕ೛ೕ ௎೛ െ ∑ ∑ ஺ሶೕൈ ೂ೛ೕ∑ ೂ೛ೕ೛ ௫ೕೕ∈೙ಽಽ∈ೀಶ ௎೛ ቍ௉ 	 	 	 	 	 	 	 	 (B1)	
s.t ∑ ௅∈ைா(௅ܦ)݊݅݉ ൑ 		,	ݐ݁݃݀ݑܤ	 	 	 	 	 	 	 	 	 	 (B2)	∑ ∑ ௝௝∈௡ಽ௅∈ைாݔ௝ܦ ൑ 	,ݐ݁݃݀ݑܾ 	 	 	 	 	 	 	 	 	 (B3)	

௨ܰ ൑ ∑ ௝௝∈௡ೠݔ ൑ 	,(௨݊)݀ݎܽܿ 	 	 	 	 	 	 	 	 	 (B4)	
௕ܰ ൑ ∑ ௝௝∈௡್ݔ ൑ 	,(௕݊)݀ݎܽܿ 	 	 	 	 	 	 	 	 	 	 (B5)	
௣ܰ௥ ൑ ∑ ௝௝∈௡೛ೝݔ ൑ 		,൫݊௣௥൯݀ݎܽܿ 	 	 	 	 	 	 	 (B5)	
௙ܰ ൑ ∑ ௝௝∈௡೑ݔ ൑ 	,൫݊௙൯݀ݎܽܿ 	 	 	 	 	 	 	 	 	 (B6)	ݔ௝	ܾ݅݊ܽݕݎ.	 	 	 	 	 	 	 	 	 	 	 	 (B7)	

where L is an index standing for operating expenses levels, ܱܧ is a set of the operating expenses levels: Unit 
level ݑ, Batch level ܾ, Product level ݎ݌, and Facility level ݂.  
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Moreover, ܦ௅ ൌ ቄmin୧∈௡ೠ(ܦ௜௨) ,min୧∈௡್(ܦ௜௕) ,min୧∈௡೛ೝ൫ܦ௜௣௥൯ ,min୧∈௡೑൫ܦ௜௙൯	ቅ, ܦ௜(.) is the cost of gathering 
information for the ith cost driver from the set of the cost drivers belong to the specific operating expense level ሼݑ, ܾ, ,ݎ݌ ݂ሽ. ݊௨, ݊௕, ݊௣௥, ܽ݊݀	݊௙ are sets including the indices for unit level, batch level, product level, and 
facility level cost drivers, respectively. ௨ܰ, ௕ܰ, ௣ܰ௥, ܽ݊݀	 ௙ܰ are the minimum number of cost drivers required in 
the analysis from unit, batch, product, and facility operating level expenses, respectively. ܿܽ݀ݎ(. ) is the 
cardinality of the set. These values are obtained from the taxonomy of the operating expenses levels.  

 ሶ௝ must also be modified to allow for combining cost driver expenses within the same operating expense levelܣ 
only, it can be rewritten as follows: ܣሶ௝∈௡ಽ ൌ ൫∑ 	௝௝∈௥,௥∈௡ಽܣ ൯ ൈ ஺ೕ∈൫೙ಽషೝ൯∑ ஺ೕೕ∈൫೙ಽషೝ൯ ൅ ,൫௝∈(௡ಽି௥)൯ܣ ܮ∀ ∈ 	ܧܱ 	 	 	 	 	 (19)	
The two examples discussed in section 4 will be repeated here to compare their results with the results obtained 
from the extended version of the model.  

Example 1 

Table 6 shows the taxonomy of operating expenses levels, the values of ௨ܰ, ௕ܰ, ௣ܰ௥, ܽ݊݀	 ௙ܰ will be set to {1, 1, 
1, 1}, respectively, to insure that at least one of the cost drivers from each operating expense level is included in 
the analysis. From Table 6, the ܿܽ݀ݎ(݊௨), ܿܽ݀ݎ(݊௕), ܿܽ݀ݎ൫݊௣௥൯, ܿܽ݀ݎ൫݊௙൯ are {2, 2, 3, 3}, respectively. 
Using Excel 2007 Solver, at $8000 budget, the extended model suggested using Number of Vendors, Units 
Expedited, Total Shipments, Inspection Points cost drivers as the key cost drivers. Table 7 shows a comparison 
between the proposed model results and extended model results. 

 

Table 6. Taxonomy of operating expenses levels for example 1 

Cost Driver Operating Expense Level 

D4, D5 Unit Level 

D8, D10 Batch Level 

D1, D2, D9 Product Level 

D3, D6, D7 Facility Level 

 

Table 7. Comparative analysis between the proposed model and the extended model for example 1 

Solved By 

Optimal cost driver 

set 

Unit cost 

($/unit)     

Budget 

($) 

Cost 

Savings ($)

Objective 

Function ($/unit) 

Absolute total cost 

deviation ($) 

P1 P2 P3         

Proposed model @ budget $8000 D1, D5, D6, D8 1.71 3.00 43.31 7600 11600 0.22 811.11 

Extended model @ budget $8000 D3, D5, D9, D10 1.90 2.47 45.45 7800 11400 2.70 2308. 

 

Table 7 shows that the extended model did not find a better set of cost drivers than the propose model in section 
3. The best set found using the extended model was {D3, D5, D9, D10} with $2.70/unit objective function value 
while the best set for the proposed model {D1, D5, D6, D8} with $0.22/unit objective function value. Also the 
absolute total cost deviation found by the extended model ($2308) was worse than the one found by the proposed 
model ($811.11). It should be noticed here that the proposed model chose cost drivers set that included one cost 
driver from each level. The difference in the performance between the proposed model and the extended model 
is a result of the way that the expenses of the removed cost drivers are allocated in both models. This means that 
the budget is not the only determinant that determines the best set of cost drivers, the way that the expenses of 
the removed cost drivers are handled is also a determinant for the effectiveness of the model.  

Example 2 

Table 8 shows the taxonomy of the operating expenses levels. The values of ௨ܰ, ௕ܰ, ௣ܰ௥, ܽ݊݀	 ௙ܰ will be set to 
{1, 1, 1, 1}, respectively, to insure that at least one of the cost drivers from each operating expense level is 
included in the analysis. From Table 8, the ܿܽ݀ݎ(݊௨), ܿܽ݀ݎ(݊௕), ܿܽ݀ݎ൫݊௣௥൯, ܿܽ݀ݎ൫݊௙൯ are {3, 1, 2, 1}, 
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respectively.  

 

Table 8. Taxonomy of operating expenses for example 2 

Cost Driver Operating Expense Level 
D1, D2, D3 Unit Level 

D4 Batch Level 

D5, D6 Product Level 

D7 Facility Level 

 

Using Excel 2007, the optimal solution was using Material, Machine hours, Setups, Times handled, and Parts as 
the optimal cost drivers with a total budget of $6000 and an objective function value of $19.54/unit, while the 
proposed model in section 3 chose Material, Machine hours, Direct labor, Times handled, and Parts as the 
optimal cost drivers with a total budget of $6500 and an objective function value of $10.80/unit as shown in 
Table 9. Once again, the proposed model outperformed the extended model in terms of the objective function 
value while the extended model outperformed the proposed model in the absolute total deviation and budget. The 
reasons for this performance are the introducing of the four operating expenses levels and the way that the 
expenses of the removed cost drivers are allocated. 

 

Table 9. Comparative analysis between the proposed model and the extended model for example 2 

Solved By 

Optimal cost driver 

set 

Unit price ($/unit) 

Budget 

($) 

Cost 

Savings 

($) 

Objective 

Function 

($/unit) 

Absolute 

total cost 

deviation 

($) 

P1 P2 P3 P4  

Proposed model @ budget $7000 D1, D2, D3, D6, D7 97.08 24.05 135.87 52.89 6500 4000 10.80 399.7 

Extended model @ budget $7000 D1, D3, D4, D6, D7 106.29 26.40 114.74 51.74 6000 4500 19.54 382.1 

 

The two examples showed that the extended model has no advantages over the proposed model. Moreover, the 
budget for the solution found by the extended model is always more or equal to the budget of the solution found 
by the proposed model. This is why we will not adopt the extended version discussed in section 4 and we will 
adopt the proposed model discussed in section 3.  

4. Conclusions 
The comparative analysis carried out in the illustration section, showed that the proposed model is effective in 
choosing the optimal set of cost drivers that maximizes the precision of the results that can be obtained from the 
activity-based costing analysis when the analysis carried out under the pressure of budget. Moreover, section 5 
showed that categorizing the cost drivers into four operational expenses levels as suggested by cooper and 
Kaplan (1991) will not always lead to a better solution. 

The superior results obtained by the proposed model relative to the results obtained from the model proposed by 
Babad, and Balachandran (1993); and solved by Greedy and GA methods comes as a result of two things: first, 
the model used in the proposed model is different than the model used in Babad, and Balachandran (1993). In the 
proposed model, the budget was considered as a constraint while in the Babad, and Balachandran, 1993 model 
there was no budget constraint, but instead, the cost savings was incorporated in the objective function. 
Moreover, the proposed model is concerned with one objective, which is minimizing the error in the product unit 
cost, while the objective function used in Babad, and Balachandran, 1993 was somehow a weighted average 
between two objectives: information precision and cost savings. Moreover, the way that the expenses of the 
removed cost drivers are handled differently in our model than the way it was handled in Babad, and 
Balachandran, 1993 model. Second, the method used to solve the proposed model is different; while we used 
Excel 2007 Solver that used the Generalized Reduced Gradient (GRG2) nonlinear optimization code to solve the 
model, Greedy and GA were used for comparison. This makes the conclusion about the model itself away from 
the method used or the conclusion about the method itself away from the model used inaccurate. Definitely we 
can argue that the combination of the GRG2 searching method and the proposed model used in this study 
together is better than the combination of the Greedy or GA searching methods and the model proposed in Babad, 
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and Balachandran (1993).  

Definitely, on one hand, the reliability of using Excel solver to solve the proposed model is limited by the size of 
the problem while Greedy or GA can handle bigger problems. One the other hand, according to a study carried 
by Katrin and Tajana, 2014, about 80% of the respondents in that study said that they used less or equal to 9 cost 
drivers in their ABC analysis. This means that most of the real life situations, about 10 cost drivers are adequate 
for carrying out ABC analysis. Based on that, we think that using Excel solver is adequate for most of the real 
life situations that involve the problem of cost driver optimization for the ABC analysis.  
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