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Abstract 

Using carbon dioxide as a surrogate measure of various environmental impacts, this paper analyses the effects of 
anthropogenic factors on CO2 emissions in India. The paper uses the STIRPAT model with data for 1960-2007. 
The results show that urbanisation has the largest potential negative effects on the environment, followed by 
population, service sector, industrial sector and GDP per capita. While analysing the potential effects of various 
anthropogenic factors on the environment, accounted for by average annual growth rates, population emerges as 
the single largest factor contributing towards emissions, followed by urbanisation (the degree of contribution to 
change in CO2 emissions by these factors are 33.8% and 29.7% respectively). Hence, there is a need for serious 
consideration of policy changes with regard to demographic and urban planning in India in order to reduce the 
effects of these factors on the environment. For instance, India could adopt a two-child policy like the one-child 
policy in China to control population growth. Unplanned and haphazard urbanisation can lead to inefficient use 
of energy resources that may hinder the efforts to reduce carbon dioxide emissions in India. Hence sustainable 
urban planning across Indian states is very much essential for better management of environmental resources. 

Keywords: IPAT, STIRPAT, GDP, Population, Environment, Impact, Ridge regression, India 

1. Introduction 

Assessing the environmental impact due to various anthropogenic factors has been the topic of active research 
for quite some time (Dietz & Rosa, 1994; Madu, 2008; Lin et al., 2009). It has now become quite apparent that 
anthropogenic activities are modifying the global environment on an unprecedented scale and have already 
altered the chemical composition of the atmosphere (e.g. the emission of greenhouse gasses and ozone depleting 
substances), dramatically changed the land cover over vast areas of the globe, altered major biogeochemical 
cycles and accelerated the extinction of species (York et al., 2003b). In recent years much of the discussion has 
been on the issue of climate change which is believed to have been caused by global warming due to emissions 
of carbon dioxide and other greenhouse gases (GHGs) in the atmosphere. There is widespread consensus among 
the scientific community that these GHGs are the consequence of human activities (IPCC, 2007; Stern, 2006).  

With increasing levels of GHGs in the atmosphere and its cumulative effects on economy as well as the global 
ecosystem, there is an urgent need to better understand the influence of various anthropogenic factors on the 
environment, to help find appropriate policy solutions. One important question that arises in this context is which 
anthropogenic factors are driving this environmental change. There exists a large body of research that has 
attempted to understand the relative importance of various anthropogenic factors that drive environmental 
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change. According to some studies economic growth and population size are the primary determinants of a wide 
variety of environmental impacts (York et al., 2001; Rosa & York, 2002; Dietz et al., 2007). Along with 
population and economic growth other factors such as technology, political and economic institutions, attitudes 
and beliefs are also found to be relevant factors that affect the ecosystem at large (Stern et al., 1992; Dietz 
&Rosa, 2004). 

There is consensus in existing empirical studies that the relationship between population, economic growth and 
environmental quality is complex, that they are intricately interconnected, and that thorough research is 
necessary for a deeper understanding of this relationship. In this context, a first attempt was made by Ehrlic and 
Holdren (1972) to formulate a fundamental identity that shows how environmental impact is the result of the 
number of people living in an area and their affluence and implemented technology. The identity is popularly 
known as IPAT:    

Impact = Population × Affluence × Technology                             (1) 

A detailed discussion on the origin and evolution of this identity is presented in the next section. 

The objective of the present study is to identify the important anthropogenic factors, and assess the magnitude of 
their impacts on the environment in India, the most populous and second fastest growing economy in the world, 
using the modified version of IPAT identity. Ever since India embarked on the path of economic reform in 1991, it 
has recorded phenomenal economic growth with massive expansion of industrial and service sectors, and 
registered record inflows of FDI and an increased share of domestic investment, sprawling urbanisation and 
increased consumption levels as a result of rising per capita income. All these economic activities have put 
tremendous pressure on the country’s environmental resources, putting the future growth of the economy in danger. 
India is the third largest emitter of GHGs in the world, after China and USA, in absolute terms (UN, 2007), and 
considering the rapid economic growth the country has achieved in recent years it can be expected that this is likely 
to increase at an exponential scale if not checked. Though the per capita emissions of the country remains at a very 
low level (in fact one of the least in the world), India cannot afford to evade the responsibility of reducing GHG 
emissions and hence arresting damage to ecosystems. According to the Millennium Assessment, damages to 
ecosystems affects the welfare of human beings (MA, 2005). More specifically, India’s people are often more 
vulnerable to its effects because a large proportion of the population (more than 60 percent) is directly dependent 
on primary economic activities such as agriculture, forestry, and fisheries for their survival and well-being.  

Little progress has been made in regard to the identification of various anthropogenic factors and their magnitudes 
that drive GHG emissions and other environmental change in India. Empirical studies from countries across the 
world show the varying effects of anthropogenic factors on environmental change. They range from the dominant 
effects of population and urbanisation in China (Lin et al., 2010), to economic growth and population in Nigeria 
(Madu, 2008). Interestingly, Madu (2008) found that urbanisation reduces the effects of impacts on the 
environment implying that modernisation brings about a reduction in environmental impacts. With increasing 
urbanisation and per capita income and hence per capita consumption, it would be interesting to assess the relative 
importance of various factors on the environmental impacts in India. Moreover, it appears that a large knowledge 
gap exists as far as the testing of the IPAT model in the Indian context is concerned. At least to our knowledge not 
a single study exists on India in this respect and hence there is a need to bridge this gap.   

The paper is structured as follows. Section 2 presents a brief historical background of IPAT model and its gradual 
developments. Section 3 explains the data and variables used in the model, and discuss estimation techniques. 
Empirical results and discussion are presented in section 4. Section 5 provides some concluding remarks with 
policy implications. 

2. Methods 

As indicated above Ehrlich and Holdren (1971, 1972) were the first to use the IPAT model to describe the 
impact on the environment of a growing population. A detailed discussion on the importance of the model and its 
variants is presented in Chertow (2001). The equation basically explains how growing population, affluence of 
citizens and technological progress affects the environment. Impact on Environment is expressed as the 
multiplicative product of Population, Affluence and Technology. Hence the identity takes the form, 

                                         (2) 
where I denotes the environmental impacts, P represents the population size, A represents affluence and T stands 
for the levels of technology.  

Ever since this identity was developed researchers have used the model with modifications for a variety of 
reasons. For a comprehensive discussion on the developments of this model see Lin et al. (2009). Dietz and Rosa 
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(1994) suggested a reformulation of the IPAT model considering the monotonous and rigid nature of the identity. 
They suggested an alternative stochastic version which allows the use of modern statistical tools used in the 
Social Sciences. The stochastic equation is known as STIRPAT: Stochastic Impact of Regression on Population, 
Affluence and Technology. York, Rosa and Dietz (2003b) introduced an additive regression model in which all 
variables are in logarithmic form, which facilitates estimation and hypothesis testing. Their paper points out that 
in the typical application of the basic STIRPAT model, T is included in the error term, rather than estimated 
separately, making it consistent with the IPAT model, where T is solved to balance I , P and A. 

ln ln ln                        (3) 
This makes the variables as well as the parameters easier to interpret. The following interpretations can be made 
based on the coefficients obtained in the model. Impacts that yield a coefficient equal to 1.0 are referred to as unit 
elastic, which indicates a proportional relationship between the driving force and the impact; a percentage 
change in the driving force produces an identical percentage change in impact. Coefficients >/1.0 suggest an 
elastic relationship, indicating that an impact increases more rapidly than the driving force. Coefficients <1.0 
(but >0) are indicative of an inelastic relationship, where impact is less responsive to changes in the driving force. 
Coefficients may also be negative. Values equal to -1.0 indicate negative unit elasticity, meaning that impact 
decreases proportionately in response to an increase in the driving force. Values <-1.0 indicate negative elasticity, 
meaning that impact decreases in greater proportion to an increase in the driving force. Values <0.0 but >-/1.0 
indicate negative inelasticity, meaning that impact decreases in lesser proportion to an increase in the driving 
force. 

In another paper York et al. (2003a) explain the basic variables suggested in splitting the variables further. A 
presentation by Rosa and Dietz (2010) suggests the use of 11 other independent variables in addition to the basic 
ones they have suggested before. They also suggest that the error term should not merely include the Technology 
variable but also various other factors like social, political and cultural. This may amount to the “B”, the 
behavioural variables suggested by Schultz (2002). 

3. Data and Variable Description 

The data used in this paper were obtained from the data bank of the World Bank (http://databank.worldbank.org). 
The data is available for the period 1960 to 2007. 

As mentioned above the paper has used the following modified version of the STIRPAT model, which is based 
on the basic IPAT identity.  

ln ln  ln ln  ln Ind U     (4) 
Where I is environmental impact using carbon dioxide emission as a proxy (appropriate justification is provided 
below), P is population, UrP is percentage of urban population, InP is the percentage of population between the 
age group of 15-60, GDPpC is per capita income, Ser and Ind are the percentage of GDP from the service and 
industrial sector respectively, A is a constant term, U is an error term, and b, c, d, e, f, g are the parameters of the 
independent variables to be estimated. All the variables were converted to the natural logarithms for ease of 
estimation. 

Literature suggests that carbon dioxide emissions are highly correlated to ecological footprints (Cole & Neumayer, 
2004). In the absence of reliable data on ecological footprints, annual emissions data of carbon dioxide is used here. 
This proxy has been widely used by researchers as an overall impact on environment (Madu, 2008; Lin et al., 
2009). In addition to the population variable in STIRPAT, two more variables viz. percentage of urban population 
and percentage of working class has been added in the model. The justification for the inclusion of these variables 
is to control the effects by urbanisation and working class population in particular on the environment. One of the 
primary reasons for rapid environmental degradation in India is due to increasing urbanisation which is caused by 
the increasing migration of workers from rural areas to urban centres. Similar trends of rural-urban migration have 
been observed in China and elsewhere (Lin et al., 2009). GDP per Capita is used as a proxy for affluence. 
Percentage share of GDP from service and industrial sectors are used to explain the effects of technology as well as 
affluence aspects of STIRPAT. More importantly, the inclusion of share of service sector as a variable in the model 
is justified on the ground that the service sector contributes more to GDP than the manufacturing sector and it is 
generally assumed that service sectors pollutes less than other sectors of the economy. Hence, it would be 
interesting to examine the effects of service sector on the environment. We assume that the other aspects of 
technology as well as cultural and behavioural aspects will be captured by the error term. The trends of these 
variables are presented below. 
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Figure 1 shows carbon dioxide emissions in India for the period 1960 to 2005. The figure clearly suggests that 
there has been a steady increase in carbon dioxide emissions in India over the period. It is also true that carbon 
dioxide emission is largely contributed by consumption of energy in addition to land use changes and other 
economic activities. India’s energy requirements are met primarily by coal and other fossil fuels which are 
carbon intensive and are considered as dirty energy. There has been an average annual increase of 5.55% (over 
1960-2007), with a total increase of 1237% over the period. Over all, it can be said that the environmental 
impacts of India has sharply increased especially since the 1980s and shows no sign of declining. 

India’s population has been growing at an annual growth rate of 2% (Table 1), which is quite high compared to 
other growing developing countries such as China (only 1%). This is likely to have adverse impacts on the 
environment, as population growth is likely to increase energy consumption and increase the demand for 
industrial and agricultural products that can put more pressure on the environment. Urban population in India has 
increased at an average annual rate of 1.03% (Table 1). Urban annual average growth rate is 1.03% which is 
reasonably high. 

Figure 4 indicates the trend in GDP per capita over the years. The GDP of India has grown significantly over the 
years, especially after 1991. With an Annual Average growth rate of 2.82%, the GDP per capita has recorded an 
overall increase of almost 280 % from 1960 to 2005. Figure 5 and 6 indicates the pattern of trend in percentage 
of manufacturing and service sectors as percentage of GDP. Industry share has an average annual growth rate 
0.83% and service sector share has an average annual growth rate of 0.71%. Overall growth of the service and 
industrial sectors are 48% and 100% respectively. 

Table 1 presents the summary of average annual growth rates of all the variables used in the model. Among all 
the variables, the growth rates of carbon dioxide emissions is found to be the highest (5.5%), followed by the 
growth rate of GDP per capita. 

4. Results and Discussion 

The equation (4) was estimated for assessing the impacts of anthropogenic factors on the environment in India 
using the Ordinary Least Squares Regression estimation technique. The correlation test of the independent 
variables was done and is presented in Table 2. The test results indicate that all the independent variables are 
having the problem of high multicollinearity as can be observed in the correlation matrix in Table 2. The 
Ordinary Least Square regression estimate of the STIRPAT model (presented in Table 3) gives Variance 
Inflation Factor (VIF) values for population, percentage of urban population, population between the age group 
16-60, and GDP per capita. Percentage of GDP from service and industry sectors are higher than the minimum 
required number of 10 (see Table 4), which indicates a strong multicollinearity between these variables. With the 
problem of high multicollinearity the OLS estimation of the STIRPAT model may not be a good prediction of 
real relationship between the dependent and explanatory variables. Hence, eliminating the problem of 
multicollinearity is very much necessary to obtain better parameter estimates. One way to address the 
multicollinearity problem is to delete some of the highly correlated variables from the model, which would 
essentially result in information loss and thereby may affect the reliability of the estimates. However, as 
suggested by many researchers, one way to overcome the problem of multicollinearity without deleting any 
variables is by using ridge regression (Heorl, 1962; Lin et al, 2009). 

In addition, Björkström (2001) provides the following advantages of Ridge regression over other methods to 
remove multicollinearity: (1) It does not require deletion of variables, (2) Better predictability even within the 
framework of Regression models, (3) In ridge regression, several principles are known for selecting the best 
parameter value, and to the extent the consequences of these principles have been explored, it has been within 
the framework of the standard regression mode. 

This method requires a careful selection of an appropriate ridge regression coefficient K. As it is a biased 
estimation, K should be chosen as small as possible and should simultaneously have small VIFs and steady 
going regression coefficients. In this case, K was calculated with a step length of 0.001 changing within [0, 1]. 
This was done with the help of SPSS 15.0. The table shows the improvement in various parameters with K. 
While selecting K, it is also necessary to ensure that the VIF values are reduced to the appreciable range (<10). 
Stabilization of various parameters with K value is also necessary. The K value is chosen such that all these 
conditions are satisfied. The value of K chosen in this paper is 0.040. The graphs and table below depict the 
selection procedure. 

After the careful selection of K, parameters are estimated using SPSS 15.0. The regression results are presented 
in Table 6. 
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Figure 9 shows the variation of R square with K, which justifies the selection of K, as R square shows very less 
decrement with the increment in K. 

With regards to the results of ridge regression, overall the model is highly significant with a R square value of 
99%. In regard to individual variables, except for one variable (population between the age group 16-60) all the 
variables have turned out to be significant with theoretically consistent positive signs of the coefficients which 
suggests that all the variables have impacted the environment to varying degrees (for degree see Table 7). For 
instance, population size has an impact coefficient of 0.88. On the other hand, the variable urban population 
which is a proxy for urbanization contributes a major part of it with an elasticity coefficient of 1.29. Similarly, 
GDP per capita, a proxy for affluence, has a relatively smaller regression coefficient of 0.38. Interestingly, the 
service sector has an impact coefficient of 0.70 which is higher than that of the Industry sector which has a 
coefficient of 0.417. The higher coefficient of service sector seems slightly contradictory as one expects this 
sector to be less polluting and clean compared to the industrial sector, but given the size of the sector and its 
contribution to India’s total GDP, one can expect such results to be realistic.  

However, it would be interesting to compare the ecological elasticities obtained in this model for India with the 
ones which are found in other studies and countries. The ecological elasticity of population in India is 0.88 
which is more or less close to 1 as suggested by the I-PAT identity. This is also similar to the global values of 
0.972 and 0.922 obtained by York et al. (2003) and Cole and Neumayer (2003) respectively. This suggests that 
the pressure exerted by population in India is more or less similar to that of the world average. However, for 
China the value is 1.5 which is relatively very high (Lin et al., 2009). The percentage of urban population in 
India has an ecological elasticity of 1.5 which is quite high with regard to the global value of 0.663 (Neumayer, 
2003). Since the urban population is expressed as the percentage of population living in urban areas in India, we 
have estimated the percentage change in carbon emissions caused by one percent change in percentage of urban 
population. This is equivalent to 0.01 percentage (0.01*1%) of Urban population. For example if the urban 
population of a country is 25%, a one percent increase of 25% (i.e.0.25, change to 25.25%), we expect an 
increase in carbon emissions by 1.5%. The variable working class in India has no significant elasticity 
coefficient which is again in line with the global trend suggested by Cole and Neumayer (2003). 

GDP per capita has an elasticity coefficient which is relatively small (0.36). IPAT suggest this to be as one. This 
is in contrast to the value found by York et al. (2003) and Neumayer (2003) as 0.91 and 0.86 respectively. This 
small value might be because of the erratic nature shown by Indian GDP per capita over the years and relatively 
larger average carbon emissions - GDP ratio. However, our value is comparable to the values obtained by Lin et 
al. (2009) for China which is 0.23. As mentioned before percentage share of services and manufacturing sector is 
indicative partly for the technological advancements which have elasticity coefficients of 0.71 and 0.40 
respectively. 

Though ecological elasticites gives us an idea about the effect of each factor on carbon emissions, the real 
contribution of each of these determinants can be calculated only if we analyze them taking into consideration 
the average annual growth rate of these factors. This is done by using the following simple formula. 

                        

                                    
    

              
        

                      

(5)

 

     
.   
.   

 

It is shown in Table 7 that the main driving forces of environmental impact in India are population, urbanization 
and GDP per Capita, with degree of contribution about 32%, 29% and 19% respectively. In combination, they 
have resulted in an overall environmental impact increase of 4.47%.  

5. Conclusions 

The paper uses a multiple regression model to study the various anthropogenic determinants of carbon dioxide 
emissions in India. The results found are largely in confirmation with those suggested in the literature, with some 
variations which can be accounted for by reasons specific to India. The following conclusions can be drawn from 
the results obtained. 

First, we found that population is one of the important factors that affect the environment, which is expected given 
the size and growth of India’s population over the last few decades. Moreover, these results, as mentioned earlier, 
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are found across studies in different countries. But this has tremendous significance in the context of India. With an 
average annual fertility rate of 2.68 percent the population of India is likely to increase in the coming years. Even if 
this rate is reduced significantly the Indian population is likely to increase because of the momentum it has 
achieved over the years. This may have an adverse impact on the environment as the demand for resources is also 
likely to increase very rapidly, as India has already 1.2 billion (according to census 2011 data) and an average 
density of population of 363.5 persons per square km. The pressure exerted by population in India on the 
environment is important not just for India but also for the entire world. This call for serious thinking into India’s 
demographic planning. A two-child policy similar to that of China’s one-child policy could be implemented for 
controlling population growth. However in a democratic country like India it is likely to generate a huge debate 
among various constituents, and such draconian measures may not be adopted. Of course, access to education 
and improved health services, provision of social security measures, and increased awareness will go a long way 
in stabilizing population problems.  

Second, urbanization in India has the highest ecological elasticity among all the determinant factors considered in 
the model, meaning that urbanization is adversely impacting the environment. As mentioned above, for three 
decades or so India’s economic activities have been concentrated in cities which has become an important 
attraction for people in rural areas wishing to improve their livelihoods. Rural-urban migration enhances rapid 
urbanization as the demand for houses, transportation and other infrastructure increases. However, it should be 
noted that unplanned and haphazard urbanisation can lead to inefficient use of energy resources that may hinder 
the efforts to reduce carbon dioxide emissions in India. Hence sustainable urban planning across Indian states is 
very much essential for better management of environmental resources. In addition, development of infrastructure 
in rural areas and generation of employment and livelihoods opportunities may help reduce migration and pressure 
on environment.  

Third, GDP per capita, which is used as a proxy for affluence, has also significant contribution to environmental 
impact. It is found that carbon dioxide emissions increase with affluence. Though the elasticity coefficient for GDP 
per capita is relatively low, considering the fast pace of growth in GDP the degree of contribution to environmental 
impact is found to be high. Fourth, service and manufacturing sectors have significant contribution to 
environmental degradation in India. This also suggests that technological changes in India have not been very 
environment friendly and there is tremendous scope for improvement in technology in these sectors. More 
importantly, to achieve sustainable use and management of environmental resources there is a need for a radical 
change in human behaviour with regard to ecologically sensitive factors. These changes must take place across 
different economic agents such as consumers, producers and policy makers. 

In terms of the limitation and scope of the present study it is necessary to point out that this study has used carbon 
dioxide emission as an indicator for overall environmental impact by considering data at an aggregate level. To get 
more insights and in depth understanding the study can be extended to states and even regional levels which can 
enable us to come up with more specific policy suggestions. Also, the study can be extended by incorporating 
environmental impacts like land degradation, deforestation etc. Though this may be a deviation from the 
conservative IPAT model, the method could prove to be effective and worth attempting. 
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Table 1. Growth rates of variables from 1960-2005 

Variables Average Annual growth rate 
Carbon dioxide emissions 5.55 

Population 2 
Urban Population percentage 1.03 

Population between the age group 15-60 0.24 
GDP Per capita 2.82 

Services % of GDP 0.71 
Industry % of GDP 0.83 
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Table 2. Correlation matrix for independent variables 

Variable Population 
Urban 

Population 
percentage 

Population 
b/w the age 
group 15-60 

GDP 
Per 

capita 

Services 
% of 
GDP 

Industry 
% of 
GDP 

Population 1 
Urban Population 

percentage 
0.998 1 

    
Population between 
the age group 15-60 

0.946 0.937 1 
   

GDP Per capita 0.942 0.927 0.988 1 
Services % of GDP 0.936 0.928 0.977 0.969 1 
Industry % of GDP 0.922 0.939 0.837 0.812 0.84 1 

 

Table 3. OLS regression results for the impacts of anthropogenic factors on the environment 

OLS Regression Results 
Variables in the Equation Coefficients 

B Std.Error T Significance
Population b 0.121 0.822 0.15 0.884 

Urban Population percentage c 4.07 1.592 2.56 0.014* 
Population between the age group 15-60 d -6.199 1.38 -4.49 0.001* 

GDP Per capita e 0.815 0.157 5.17 0.001* 
Services % of GDP f 0.945 0.245 3.78 0.001* 
Industry % of GDP g -0.32 0.236 -1.37 0.178 

Constant 15.754 14.51 1.09 0.284 
R square 0.9973 Adjusted R Square 0.996 
F statistic 2549.52

Probability(F statistic) 0.001* 
*Significant at 1% level 

 

Table 4. Variance Inflation Factors (VIFs) of the explanatory variables 

Variable VIF 1/VIF 
Population 1431.4 0.000699 

Urban Population percentage 1369.9 0.00073 
Population between the age group 15-60 84.08 0.011893 

GDP Per capita 67.35 0.014849 
Services % of GDP 23.57 0.042425 
Industry % of GDP 20.29 0.049275 

Mean VIF 499.42 
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