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Abstract 
This paper presents a forecasting method to anticipate wind speed accurately. This method is applied to an 
energy production site using an artificial intelligence method based on machine learning. The accuracy of this 
method is higher compared to other existing methods in the literature for time series analysis such as artificial 
neural networks and the complexity of wind speed prediction models without loss of information content. We 
tested several thousand data between 1985 and 2018 in the city of Basel, a city in northwestern Switzerland. We 
have used the MATLAB Software for this modeling. The study demonstrates that the use of statistical models 
based on machine learning is relevant to predict of speed and direction of the wind in power generation systems 
from meteorological data. The results obtained are presented and discussed. 
Keywords: wind speed forecasting, wind energy, machine learning, artificial neural network, meteorological 
data of basel in Switzerland, airfoils blade profile, NACA profile 
1. Introduction 
Wind energy is a clean energy, which is in-exhaustive and infinite in nature. The major problem in this energy is 
the prediction of the speed and direction of the wind over an extended period of time. Forecasts and detection of 
speed and direction of wind in power generation systems in their probabilistic form are a necessary input to 
decision-making problems in power systems operations in a smart grid context (Tastu et al. 2014 ). Some 
research has demonstrated using statistical methods over physical methods. Statistical prediction methods (SPM) 
can use historical values of wind speed. SPM can be classified into two main approaches: 1) time-series models 
(such as autoregressive and moving average models) and 2) soft computing models (such as artificial neural 
networks (ANNs), fuzzy logic). Recent publications show that genetic algorithms (GAs), support vector 
machines (SVMs), and Kalman filtering (KF) models can be used in order to reduce prediction errors. 
Several studies have been carried out on wind speed prediction, among others: A hybrid intelligent algorithm (Li 
and Shi, 2010), ANN models with acceptable accuracy (mean absolute percent error <10% and correlation <1 
m/s) (Lee, 2017), a wind speed forecasting using time series analysis methods (Zhang et al. 2017), a probabilistic 
wind power forecasting method using quantile regression method (Noorollahi et al. 2016), a short-term wind 
speed prediction by linear and nonlinear autoregressive models(Bremnes, 2002), KF for short-term 
predictions(Bremnes, 2006),, or probabilistic wind power forecasting with consideration of geographically 
distributed information(Nielsen et al. 2005). Each method has certain limitations such as efficiency, accuracy, 
reliability and speed (Lau, 2011). 
2. Analysis of Basel Area 
We tested and analyzed for 35 years (from 1983 to 2018) the data of the wind speed of Basel. Basel is a city in 
northwestern Switzerland. In Figure 1 shows that it is a city with strong winds especially in winter. Then we 
applied our method based on these data in order to find the least error in terms of forecasting of wind speed (Hu, 
2016). Wind speed prediction is extremely important for electricity production, energy storage, energy 
management, commitment decision and wind farms studies. Table 1 shows the different methods for different 
application areas of the aforementioned data analysis methods. 
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Table 1. Applications of data analysis methods for different application purposes (Damousis, 2001) 

 
 

 
 

Figure 1. This is the Wind and weather statistics for the city of Basel, in north-western Switzerland. The wind 
statistics are based on real observations from the weather station at Basel 

 
3. Wind Speed Distribution and Airfoils Blade Profile 
Two important elements affect the performance of wind turbines. These elements are respectively: the profiles of 
the blades and the wind speed (Jursa and Rohring, 2008).  Several mathematical models have been used to 
study wind data. To describe the statistical distribution of wind speed, various probability functions can be 
suitable for wind regimes. The distribution of Weibull allows having a good approximation of the distribution of 
the wind speed on a wind farm.  
The Weibull probability density function is given by: 
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𝑃(𝑈) = (𝑘𝑐)(𝑈𝑐 )   exp [−(𝑈𝑐 ) ] 
                     (1) 

 
Determination of the Weibull probability density function requires knowledge of two parameters: k, shape factor 
and c, scale factor. Moreover, U is the wind speed categories in m /s and e is Euler’s number.  
To simplify the calculation of the Weibull distribution in onshore installation, we can put k (shape factor) into 
three categories:  

k = 2 for installation on earth 
k = 3 for installations on the coasts 
k = 4 for island facilities 

Figure 2 shows the percentage of each category of wind speed on a wind farm. These curves show a comparison 
between a forecasting method of wind speed using the Weibull method and the practical results. We have 
compared the Weibull probability with measures for a wind category between 0 and 19 m/s. Theses resultants 
show that the higher percentage is intended for wind speed between 6 and 7 m/s about 14.15%, shown in Figure 
2. This is an acceptable percentage for onshore wind turbines with three blades. 

 

 
 

Figure 2. A comparison between the Weilbull distribution method and the practical results 
Wind speed forecasting is an important element in a wind farm. Another major importance element is the airfoil 
profiles. The airfoil is the most important and basic characteristic of a wind turbine blade in the design of turbine 
rotors that will allow to operate with maximum aerodynamic performance (Liu et al. 2014). The wind turbine 
starts at cut-in speeds, generally around 3.5 m/s and shuts off the turbine at very high wind speeds over 25 m/s 
(cut-out speed), to protect the device (Chen and Agarwal, 2013). The correct operating range for a 3-blade 
onshore wind turbine is between 5 and 20 m/s. 
Airfoil design for wind turbines, has become a fundamental issue. Airfoils created for airplanes are occasionally 
used in wind turbines (Ronit et al. 2012). There are several airfoils in wind turbines using the NACA catalog. 
Airfoils play an important role in the recovery of wind kinetic energy. Figure 3 shows a profile of NACA63-215 
for horizontal axis wind turbine (HAWT) facing into the wind. In the characteristics of the blades, one of the 
important objectives is to decrease the value Cd (minimum drag coefficient and/or maximum lift coefficient Cl), 
as shown in Figure 4. 
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Wind direction

 

Figure 3. A 3-blade model using NACA63-215 for a wind turbine facing into the wind (3D modeling) 

 

 

Figure 4. Curve of lift coefficient (Cl) and drag coefficient (Cd) for NACA 63-215 airfoil profile 
In the literature, there are several methods of estimating parameters used in the distribution of Weibull. 
In this paper, analytical and empirical methods are used to find k and c, such as Justus (eq. 3) and Lysen 
(eq. 4) formulas demonstrated in the following form (Yahyaoui and Cantero, 2018) (George, 2014): 
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where and Ui, 𝑈 represent the Standard deviation and mean wind speed, respectively. Standard deviation also 
is defined through the value of k (Arslan et al. 2014): 
 

 

 

(5)

The energy pattern factor, 𝐾 , whose application is in turbine aerodynamic design, can be defined as the total 
amount of power available in the wind divided by the power calculated from cubing the average wind speed is 
given by (Arslan et al. 2014) (Chang and Tian, 2011): 

 
 

 
(6)

 
Table 2 shows the average of wind speed (yearly) at different altitudes between 1985 and 2018. 
The most important component of a wind turbine rotor is the design of airfoils. It is an important element that 
produces the forces that make the turbine rotate and to capture the kinetic energy of the wind. Two types of force 
are applied on each blade. The forces are called the lift (Fl) and drag (Fd). The parameters of utmost importance are 
the coefficients of lift (Cl) and drag (Cd) as shown below.  𝐶 = /                                             (7) 

 𝐶 = /                                                     (8) 

where:  𝜌 = density of air  𝑊 = velocity of undisturbed air flow 𝑙 = airfoil span 𝑐 =airfoil chord length 
The NACA 63-215 is a 15% thick airfoil with a slight camber. 
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Table 2. Average of Wind Speed of 10m above ground, 80 m above of ground and 900mb 

Date 
Average of Wind Speed

[10 m above gnd] 
Average of Wind Speed

[80 m above gnd] 
Average of Wind Speed 

[900 mb] 
1985 9.82 12.41 23.26 
1986 10.05 12.63 23.98 
1987 9.23 11.54 22.57 
1988 10.22 12.94 24.78 
1989 8.31 10.57 21.08 
1990 10.17 13.01 24.22 
1991 9.35 11.72 21.59 
1992 10.00 12.64 24.54 
1993 9.93 12.74 24.00 
1994 10.36 13.18 25.24 
1995 10.53 13.21 24.14 
1996 8.36 10.54 19.46 
1997 8.30 10.84 21.14 
1998 10.07 13.28 25.44 
1999 9.95 12.78 24.80 
2000 8.89 11.87 22.78 
2001 9.65 12.46 25.01 
2002 8.78 11.71 23.48 
2003 8.44 10.72 20.43 
2004 8.86 11.75 22.69 
2005 8.31 10.76 21.22 
2006 8.19 10.77 22.33 
2007 9.30 12.24 24.86 
2008 10.64 14.15 26.31 
2009 10.53 14.09 25.35 
2010 11.55 15.15 24.80 
2011 9.33 12.70 23.25 
2012 10.89 14.41 26.26 
2013 10.95 14.18 24.38 
2014 10.38 13.94 23.64 
2015 10.92 14.58 25.87 
2016 10.68 14.30 24.62 
2017 11.94 15.71 26.29 
2018 10.64 13.95 22.03 

4. Machine Learning Prediction Models 
The development of machine learning has enabled computers to function without being supervised. Through 
machine learning algorithms, various articles have been published analyzing climate quality. These articles use 
diverse ML models, logical techniques and approaches as the core components to anticipate the speed of the 
wind. Scientists have established that machine learning algorithms are essential for measuring wind speed. Some 
of the benefits of using machine learning algorithms are discussed below (Kang et al. 2018). 
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4.1 Artificial Neural Network Model (ANN) 
The structures and networks in the human brain can be simulated by the use of an Artificial Neural Network 
model. In most cases, the structure of the neural networks is composed of nodes that produce a signal or a signal 
as per the sigmoid activation function. ANNS are prepared with training inputs and known output information 
(Warudkar, 2016). In terms of training, edge loads are manipulated to minimize errors that may occur during the 
process. The modeling analyses a feed forward multi-perception network made up of 12 information hubs, ten 
concealed layers of hubs 6 and 4, and 1 output nodes, as demonstrated in figure 5 (Kang, 2018). 
Label 1 shows that the phase functions at concealed layer nodes are all Gaussian. Training Problem Error Back 
Campaign, where there are 5-6 working hours until the network performs well against the training set. The 
second label shows that various architectures have conducted system testing in which few attempts have been 
successful. In the third label, the structure of the ANN used for theinvestigation, alongside the previous methods, 
utilized the inductive top-down decision tree, notably, the Oblique Classifier (OCI), which is accounted for 
improved performance as compared to the standard decision tree algorithms (Ip et al. 2010). The fourth suggests 
that the general idea of OCI is that at each node, the tree can be split as per algebraic sum of many features, 
rather than one similar to the standard properties (Yetis et al. 2014). 

 

  

Figure 5. ANN Model for Wind Speed 

4.2 Least Squares Support Vector Machine Model 
Some scholars consider Square Support Vector Machines, as demonstrated in figure 6 (Yetis and Jamshidi, 2014). 
Square Support Vector Machine is described as a machine learning technique which is grounded on the theory of 
statistical learning. It is used in predicting time series and regression, and it has been reported to show good results 
and overcome many shortcomings associated with MLP. In this paper, scholars say a prediction model grounded 
on Least Square Support Vector Machines for wind and weather data, which reveal good results (Mbarak et al. 
2018).  
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Figure 6. LS-SVW Modelling Structure 

5. Wind Modeling and Experimental Results 
This section is divided in two parts: 
5.1 Wind Rose 
The wind Rose is used to show the azimuthal wind speed distribution and direction at a specific area. Wind Rose is 
essential for showing anemometer data (wind speed and direction) for seated analysis. The most known Wind Rose 
is made up of 12 equally spatial radial lines (each line representing a compass point) with spatial equal concentric 
circles, as shown in Figure 7. As shown in the Legend, each wind speed range is denoted with a unique color. In the 
middle part indicates calm conditions while long lines show the prevailing wind directions. In Figure 8, the Wind 
Rose shows that at 10 m, the western direction contributes 6.3% of the overall time. The southwest indicated the 
most reliable and highest wind directions. As shown in Figure 9, the southwest at 900 Mb contributes 11% of the 
overall time. 
 

 
       Figure 7. Wind Direction (10m above gnd)               Figure 8. Wind Direction (80m above gnd) 
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        Figure 9. Wind Direction (900mb) 

5.2 Wind Speed Forecasting Results 
The free parameters (weight and network optimal values) are used in the training process. MLP learning models 
are characterized by weight connection changes and specific input patterns. In MLP learning models, input layers 
distribute the input signal to the optimal values of the network, as demonstrated in figure 10. The output layer and 
the concealed layers comprise a trajectory of processing elements and a stimulation function. The connection 
weight passes through the signals. A network is considered to be ready for training if it has weight and bias. 

 
 

Figure 10. Flow Chart of Wind Power Forecasting Modeling  
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Figure 11-a. Error=Target-Estimated 

During training, the adjustment of the network is grounded on output and target comparison. The process of 
training needs appropriate network behaviour. A set of examples of target outputs are also necessary.  
Furthermore, the weights and gases in the network are repeated to lessen the functional performance during 
training. In the feed forward neural network, the Mean Square Error (MSE) was used during the training as the 
performance function, as shown in figure 11-a and b. Mean Square Error is the average paid error between the 
target output and the network output (Jamshidi et al. 2016). 
In the experiment, data from Switzerland and Bale city was used. Figure 12 shows a comparison of data from Basel 
city in Switzerland between 1983 and 2018. In Figure 12, input variables of ANN such as humidity, temperature, 
cloud cover, sea level pressure, sunshine direction, and cloud cover were measured hourly to determine the 
daytime speed of the wind (Manjili et al. 2013). 

 
    Figure 11-b. Error Histogram 
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Figure 12. The comparison of actual and predict values for several thousand data between 1983 and 2018 in the 

city of Basel, a city in northwestern Switzerland 

 

 
Figure 13. Estimated and real distribution of wind speed (top) and the prediction error (bottom) for the days taking 

part in testing 
For training of neural network training time series response model several data points of average daily wind speed 
for Basel location are used and for testing data points are utilized. The sensitivity test is performed to validate the 
number of hidden layer neurons by calculating change in prediction error (MAPE) when number of hidden layer 
neurons is changed ±5 from hidden layer neurons calculated by equation (Figure 13). Regression is used in the 
verification of network performance. Two regression plots are used to show the network output during training. 
They include; validation, and testing the set objectives. A researcher must ensure that data is along the 45 degrees 
line so as the fit can be perfect.  The network outputs are equal to the target at 45 degrees. For this study, there is 
an ideal fit for all sets of data. In each case, the R-value is 0.975 or higher, as shown in Figure 14. 
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Figure 14. Regression plot for training 

 

 
Figure 15. Estimated and real distribution of wind speed (top) and the prediction error (bottom) for the days taking 

part in testing and forecasting future data 
6. Discussion 
Data from Basel city is used in the training of neural network training time series response model. In the testing 
process data, we have used meteorological data and information. All data et simple have been studied and 
processed in order to be able to find the minimum error between the real data and the estimated data as well as the 
forecasting of the wind speed as presented in figure 15. 
To validate the neurons hidden layer number, the sensitivity test is carried out through calculating prediction error 
change (MAPE) when neurons hidden layer number is changed ±5 from concealed layer neurons calculated by 
equation. 
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To predict the speed of wind in an area, the Multilayer Perception (MLP) neural network architecture is used. The 
MLP must have a MAPE of at least 6.32%. The ANN model performance plot shows that an increase in the 
number of epochs minimizes the mean square error (Yetis et al. 2016).  
An epoch is one complete sweep of validation, training, and testing. The validation set error and the test set error 
has similar characteristics; therefore, they do not overfit each other near the epoch. The R-value shows the 
relationship that exists among the target value and the outputs of an ANN model (Tannahill et al. 2013). 
When data falls along the 45-degree line, scholars call it a perfect fit (slope is close to 1), and this means that the 
network output is equal to targets and the correlation coefficient is 0.966. The NF tool developed the ANN model, 
which predicts the speed of wind close to the values measured. The ANN model is used to measure the speed of 
wind in Basel, and the data is shown in figure 15. From the measurement, the MAPE is 6.329%, and this shows the 
ANN high accuracy. From the same location, the R-value is about 0.97, and during the validation process, the 
slope is 0.966, and this, therefore, makes the ANN model fit to measure the wind speed in Switzerland. 
Meteorological Data from the database between 1983 and 2018 is used as input for ANN Model. The variables 
used include wind speeds of the previous days and years, maximum temperature, average temperature, air pressure, 
minimum temperature, altitude and solar radiation. Table 2 shown the speed of wind variation in different years. 
This proposed approach will be very useful for multi-source systems in smart grids or microgrids at the service of 
a smart city (Kazerani et al. 2020) (Kaplan et al.2021) for future research works.  
7. Conclusion 
This paper has presented a system that can be used in predicting the speed of wind daily in the next few years in the 
Basel area. The average MAPE and R-value obtained from the daily wind speed prediction are found to be 6.35% 
and 96.6 respectively. 
The presented results of the experiments were obtained over several runs using data arranged in a random 
manner. This was done to assess the predictive properties of the system in the most objective way. Two important 
elements play an essential role in the production of energy in a wind farm, the first is the detection of the wind 
speed and its direction and the second is the design of the blade profile of the wind turbines. These results show 
the accuracy of this method using artificial neural network based on ML. We have used more information and 
data in this research.  We used data of the city of Basel in Switzland between 1983 and 2018. In the forecasting 
method when we have more information, in this case, the accuracy of the results is guaranteed. In future research, 
we will apply this forecasting method for a multi power source (PV and wind turbine). 
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