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Abstract

The importance of implementing recommender systems has significantly increased during the last decade. The
majority of available recommender systems do not offer clients the ability to make selections based on their
choices or desires. This has motivated the development of a web based recommender system in order to
recommend products to users and customers. The new system is an extension of an online application previously
developed for online shopping under constraints and preferences. In this work, the system is enhanced by
introducing a learning component to learn user preferences and suggests products based on them. More precisely,
the new component learns from other customers’ preferences and makes a set of recommendations using data
mining techiques including classification, association rules and cluster analysis techniques. The results of
experimental tests, conducted to evaluate the performance of this component when compiling a list of
recommendations, are very promising.
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1. Introduction

Designing an appropriate recommender system, to meet the business needs of clients is the first and foremost
consideration of this research. A recommender system for online shopping, based on preference learning, is a
potential tool for business development and marketing. In this paper, an online shopping system is extended and
based on preference elicitation (Alanazi, Mouhoub, & Mohammed, 2012; Mouhoub, Mohammed, & Alanazi,
2012), to recommend products based on customer suggestions. Recommender systems have significantly
increased in the past decade. Preference learning in a recommender system is considered one of the most popular
and significant techniques from Information Filtering (Eaton & Wagstaff, 2006; Gemmis, laquinta, Lops, Musto,
Narducci, & Semeraro, 2009). Information filtering assists in the removal of insignificant information and
content that does not need to be stored in a customer profile. When a recommender system is applied, for
instance, to learn the interests of users (Eaton & Wagstaff, 2006; Gemmis et al., 2009), it will study and learn
some of the user’s behavioural aspects in order to generate and recommend a list of products (Eaton & Wagstaff,
2006; Gemmiis et al., 2009). Learning the user’s preferences is one technique to discover the best outcomes to
recommend items (Eaton & Wagstaff, 2006; Gemmis et al., 2009).

Currently, it is important for clients to be assisted with their choices due to the exponential increase in existing
data (Gemmiis et al., 2009). Adaptive tools, algorithms, and user profiles (Gemmis et al., 2009) are the three most
significant components for designing and managing personalized recommendations. The popular recommender
systems approaches are Content-Based, Collaborative, Demographic, Knowledge-Based and Hybrid (Suguna &
Sharmila, 2013; Tran, Phung, & Venkatesh, 2012; Gemmis et al., 2009). There are many techniques for learning
user profiles including probabilistic approaches, neural networks, decision trees and association rules
(Deshpande & Karypis, 2004; Gemmis et al., 2009).

The idea of preference learning is easy to understand but challenging to implement. A line of investigation is
presented as follows: “Can we learn, and know the preferences of users especially when there are missing data”?
Also, “Are there any application platforms or recommender system for online shopping based on learning
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preferences”? According to the current position in the field, the answer is no. In addition, there do not appear to
be any recommender systems representing both numeric (quantitative) and ordinal (qualitative) preferences.

Preference interactive systems include recommender systems; For instance, Amazon.com and Netflix which
recommend products based on a client’s similarities to other clients or viewed products and conversational
applications which interact with the client with a simple dialogue to execute a task (Alanazi, Mouhoub, &
Mohammed, 2012). However, Amazon.com and Netflix cannot handle the constraints and different forms of
preferences such as numeric (quantitative) and ordinal (qualitative) preferences. As well, their learning
preference components are limited in comparison to the learning preferences components, constraints and forms
of preferences in the present research. Also, they ask clients questions that may not help them state their
preferences. Table 1 lists some interactive systems along with their parameters for handling constraints and
forms of preferences in comparison to our online shopping system.

Table 1. Comparison in terms of types of information

Application Quantitative  Qualitative Mixed Constraints
Amazon Yes No No No

Netflix Yes No No No
SmartClient Yes No No No
Teaching Salesman Yes No No No

Project Execution Assistant Yes No No No

Online Shopping System Yes Yes Yes Yes

The new learning component added to the present online shopping system will learn some of the customers’
preferences by applying data mining association rules and using the AprioriTid algorithm in order to provide and
recommend products to users. The main objective is to recommend products to customers using two different
methods. The first method learns some of the user’s preferences and recommends products based on the
preferences. The second method recommends products based on the user’s preferences by applying the
AprioriTid algorithm and data mining association rules. The system generates general recommendations for all
customers with the AprioriTid algorithm which reviews all transactions to correlate frequent itemsets between
customers.

The following article is organized as follows. A brief introduction and description of preference learning is
presented in the following section. The data mining techniques are discussed with examples in section 3. The
description and methodology of the proposed system are respectively presented is sections 4 and 5. In section 6,
the results of the experiments are presented to evaluate the performance of the recommender component. Section
6 summarizes the research contributions and suggests some future directions.

2. Preference Learning

The work on preference learning is mostly focused on rankings over individual items and pairwise preferences
(Furnkranz & Hallermeier, 2010). It has gained significant attention in the area of artificial intelligence,
especially in the last few years. It involves knowledge and learning from explanations that expose information
and knowledge about the preferences of a person or group of people (Furnkranz & Hallermeier, 2010).
Processing knowledge representing preferences permits anyone to state desires in a declarative method to have
qualitative and quantitative forms of reasoning. It deals with exceptions and variations in a flexible manner. This
leads to the creation and implementation of models to learn the preferences of users, and might be utilized for
prediction of preferences (Furnkranz & Hallermeier, 2010). The idea of preference learning is very easy to
understand but hard to manage and implement. Indeed, every problem of learning preferences depends on the
number of dimensions used to show the set of potential preferences (Eaton & Wagstaff, 2006; Gemmis et al.,
2009). For instance, when the user would like to purchase a laptop or desktop computer, and the only option
considered is the user’s budget, the recommendations provided to the user are going to be easy to provide since
there is just one dimension. If there are more options, such as the size of the memory or the speed of the
processor, the problem becomes harder in terms of managing user preferences in an effective way. A method is
needed to consider all the options and generate a list of recommendations to the user. Feedback is required from
the user in order to gain information about user preferences to model the preferences by utilizing a particular
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representation. The information can be processed with machine learning techniques in order to learn user
preferences for use in the recommendation procedure (Eaton & Wagstaff, 2006; Gemmiis et al., 2009).

3. Data Mining Techniques

Data mining is the field of extracting valuable information and knowledge from large amounts of data stored in
databases. It is the process of finding out formerly unknown, useful and valuable patterns from a large amount of
data stored in a database (Kaur & Aggarwal, 2010; Tan, Steinbach, & Kumar, 2005; Han & Kamber, 2006).
Database mining deals with the data stored in a database administration scheme/system. The tools and
techniques for data mining identify business trends which may occur in the future. It also answers many
questions of businesses with regard to time consumption for decision making (Kaur & Aggarwal, 2010). There
are two significant reasons why data mining has attracted and gained a lot of attention in the last few years (Kaur
& Aggarwal, 2010; Tan, Steinbach, & Kumar, 2005). It has the capability to store and collect a large amount of
data while this storage quickly increases every day. As a result of improvements in processing power, there is the
potential to store a large amount of relevant data which can be processed anytime. The most significant reason is
the need to transform data into useful and valuable knowledge and information (Kaur & Aggarwal, 2010; Tan,
Steinbach, & Kumar, 2005; Han & Kamber, 2006). Data mining examines databases in order to discover hidden
patterns and valuable information that sometimes experts may not observe as it occurs outside their expectations
(Kaur & Aggarwal, 2010; Tan, Steinbach, & Kumar, 2005). The discovered patterns are accessible to the user
and could be stored as new information in the information database (Kaur & Aggarwal, 2010; Han & Kamber,
2006; Han, Kamber, & Pei, 2011).

3.1 Data Mining Association Rules

Association rule mining (Kaur & Aggarwal, 2010; Tan, Steinbach, & Kumar, 2005; Han & Kamber, 2006) is a
data mining task for finding and discovering hidden associations between items in a transaction. It is a
well-known technique to find and discover interesting and attractive relationships between variables and items in
large databases (Kaur & Aggarwal, 2010; Han & Kamber, 2006). This method relies on the extraction of an
association rule with algorithmic techniques such as the FP-tree, Apriori and AprioriTid algorithms to obtain and
generate the appropriate association rules between items in a transaction (Kaur & Aggarwal, 2010; Han &
Kamber, 2006; Han, Kamber, & Pei, 2011). More precisely, it is based on association rule evolution by utilizing
different measures such as support and confidence factors. Support (s) defines how frequently a rule is
appropriate, and applicable to a particular data set, whereas confidence (c) defines how often items in set B
appear in transactions containing set A (Tan, Steinbach, & Kumar, 2005). The next two equations are the formal
definitions for support (s) and confidence (c) (Tan, Steinbach, & Kumar, 2005):

s(A »B)=0d(A UB)/T (1)
c(A »B)=0(A UB)/o(4) 2)

where s is a support and c is a confidence. A and B are sets, and T is a transaction. ¢ is the support and
confidence count and g(A) is the union count of A:

o(4) =|{t;| Aisasubsetof t;and t; € T}| 3)

Association rules are utilized in several areas, such as “medical diagnosis and research, website navigation
analysis, churn analysis and prevention, market basket analysis, and retail data analysis” (Kaur & Aggarwal,
2010; Han & Kamber, 2006; Han, Kamber, & Pei, 2011). A classic example is the market basket analysis where
retailers identify and analyze what customers would like or prefer to purchase to find an association between
items that customers have purchased. Retailers can identify frequent items between customers to aid and assist
them in order to plan diverse item placement, advertising and inventory administration (Kaur & Aggarwal, 2010;
Tan, Steinbach, & Kumar, 2005; Han & Kamber, 2006). There are many algorithmic techniques used for
association rule mining. The most popular are the Apriori, AprioriTid, Partition, FP growth, and Eclat algorithms
(Hipp, G untzer, & Nakhaeizadeh, 2000).

3.1.1 Example of Data Mining Association Rules

Figure 1 shows an example of 10 transactions with 6 itemsets (Dell, Apple, Samsung, Sony, LG, Toshiba). In this
example, the method for computing and calculating the support (s), and confidence (c) from 10 transactions with
6 itemsets is shown. As mentioned in section 3.1, support (s) defines how frequently a rule is appropriate and
applicable to a particular data set, whereas confidence (c) defines how often items in Y appear in transactions
which contain X (Tan, Steinbach, & Kumar, 2005). For example, {Apple, Samsung} = {LG}, where X =
{Apple, Samsung} AND Y = {LG}. The number of times the subsets {L.G, Apple} and the subset {Samsung}
appear in 10 transactions is determined to calculate the support (s) for the following rule: {Apple, Samsung} =
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{LG}. The number of times X UY {Apple, Samsung, LG} appear together in the transactions table is divided by
T which is the total number of transactions (10) in the example.

S=X u)/(T|) = ((Apple, Samsung, LG))/(|T]) = 3/10 =0.3 4

Once the support is calculated, the confidence (c) is calculated for the following rule: {Apple, Samsung} =
{LG}. The number of times XUY {Apple, Samsung, LG} appear together in the transactions table divided by
the number of time the itemsets of X {Apple, Samsung} appear together in the transactions table.

C=X UY)/X= ((Apple, Samsung, LG))/((Apple,Samsung)) = 3/3 =1 ®)

Table 2. 10 Transactions with 6 itemsets
1D Items
Apple, Samsung, LG, Sony
Dell, Toshiba, Apple
LG, Apple, Samsung

Apple, Sony

Dell, Sony, Toshiba
Apple, LG, Sony
Samsung, Toshiba

Dell, Samsung

O R A A | A | W =

LG, Apple, Samsung, Toshiba

ot
=}

Sony, Samsung, Dell, Toshiba

3.1.2 Apriori Algorithm

The Apriori algorithm (Kaur & Aggarwal, 2010; Han, Kamber, & Pei, 2011) is one of the most significant and
classic algorithmic techniques for learning data mining association rules. The main purpose of the Apriori
algorithm is to discover associations between different data sets. The Apriori algorithm is implemented for
databases that have transactions such as a list of products or items that customers or buyers have purchased from
any store or supermarket (Wu, Lu, Pan, Xu, & Jiang, 2009). The main problem with the Apriori algorithm is that
it exchanges information with the database in order to compute the number of transactions for each item to occur,
lowering its efficiency (Li, He, & Lei, 2005; Wu, Lu, Pan, Xu, & Jiang, 2009). The best solution to this issue is
to reduce the number of itemsets in the transactions, and establish a better way to exchange information with the
database in order to compute the number of transactions for each item to occur (Li, He, & Lei, 2005; Wu, Lu,
Pan, Xu, & Jiang, 2009). The pseudo code, which implements the Apriori algorithm, to generate frequent
itemsets (Tan, Steinbach, & Kumar, 2005) is presented below. C, denotes the set of candidate K — itemsets
and F, indicates the set of frequent K — itemsets. The algorithm makes a single pass over the dataset to
define the support for each item. Once the first step is completed, the set of all frequent 1 — itemsets and F;
will be recognized. Then the algorithm will iterate in order to produce, and create, a new candidate K —
itemsets using the frequent (K — 1) — itemsets found in the previous step.

Algorithm

1: k=1.

2: Fi {i]id I Ano({i}) N > minsup}. {Find all frequent l-itemsets}
3: repeat

i kw=k<41.

5 Cy apriori-gen(Fi-y). {Generate candidate itemsets)

6 for cach transaction t ¢ T do

(¢ Cy subset(Cy, ). {Identify all candidates that belong to ¢}

s for cach candidate itemset ¢ € C, do

9 o(c) mo(c)+ 1 {Increment support count }
10: end for
11 end for
12 F {clece Cyna(c) = N x minsup). {Extract the frequent k-itemsets)
13: until F, =0
14: Result Ull
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In the following example, the frequent itemsets will be found using the aforementioned algorithm. The following
steps, including the list of transactions, are visualized in Figure 1. An item or itemset is frequent if it occurs at
least twice. This is the general rule in this example.

Step 1: Calculate the number of transactions for each item to occur.
Step 2: Remove all the items that occur less than twice (the items are identified in red in Step 1 of Figure 2).
Step 3: Generate all the possible pairs of itemsets in Step 2.

Step 4: Calculate how many times each pair occurs in the list of transactions. For instance, {A, L} occur together
in {A, L, SO} and {A, SA, L, D}, so they occur twice in this example.

Step 5: Remove all the item pairs appearing less than twice (identified in red in Step 4).
Step 6: Produce a set of three distinct items from the table in step 5.

Step 7: From step 6, calculate the number of transactions for {SA, L, D}. Therefore, the set of three items that
are frequently together are {SA, L, D}.

Apple — Samsung — LG — Sony — Dell
{A, SA, L, SO, D}

Step 1 ep 2
DafbEe mmmv :
ms umber
| Transactions | Items | A 2
= A
A,L. S0 FirstScan  SA 3 » SA
SA,L, _— -
SA,L,D L 3

2
3
L 8
3

N ST
D

SA,D D 3
Step 3 !

T

Step 6 Step 7 (A.SA}
1temset  [EVSIFEOSRRN Ttemset | Number | {A.L)
{SA.L.D} (AL by |2 {A.D}
{SA.L}
{SA. D}
Step Step 4 Second Scan {L,D}
I mm/
ALy 2 fasa 1|
AL |2 PR (U |2
{SA.D} 3
{L, D} 2 {SA, L} 2
{SA,D} 3
LD} 2

Figure 1. Example of the Apriori algorithm

3.1.3 AprioriTid Algorithm

The AprioriTid algorithm improves upon the classic Apriori algorithm for learning data mining association rules.
The main objective of the AprioriTid algorithm is to discover associations among different sets of data (Han, Pei,
& Yin, 2000; Wu, Lu, Pan, Xu, & Jiang, 2009). A component is added to improve the efficiency of the
AprioriTid algorithm. A database is not used to compute the support or the number of transactions for each item
to occur and it is only used once in the first pass (Kaur & Aggarwal, 2010; Wu, Lu, Pan, Xu, & Jiang, 2009;
Agrawal & Srikant, 1994). Instead of using the database every time, it utilizes storage Cj. This storage is used
instead of the database to compute the support each time (Wu, Lu, Pan, Xu, & Jiang, 2009; Li-jian, Li-chao, &
shuang-ying, 2003). Cj is {TID, set of Itemsets}, where TID is the transaction number associated with the item
set or candidate. C; is the set of itemsets, and L is the set of large K-itemsets, and it has two columns
(itemsets and support count). Overall, C, provides an advantage for the in the AprioriTid algorithm as it is a
more efficient technique to avoid scanning the database (Hipp, G untzer, & Nakhaeizadeh, 2000; Li-jian,
Li-chao, & shuang-ying, 2003). However, the disadvantage of the AprioriTid algorithm is that a similar item will
appear in several candidate itemsets for the transaction in storage Cj, and it will be repeatedly stored, increasing
the range of query data (Hipp, Giintzer, & Nakhaeizadeh, 2000; Li-jian, Li-chao, & shuang-ying, 2003). The
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AprioTid algorithm is implemented via the following steps (see also Figure 2):
An item or itemset is frequent if it occurs at least twice. This is the general rule in this example.
Step 1: Create and build a set of {TID, set of Itemsets} for the first item set C;

Step2: Define the large first itemsets in L; with a minimum support = 2 (less than two occurrences) with two
columns (itemsets and support count).

Step 3: Initiate the creation of pairs from the first items (Apple). For instance, {Apple, Samsung}, {Apple, LG},
{Apple, Dell} and repeat the operation for the second item (Samsung). Produce the pairs and get the outcomes in
C,.

Step 4: Check the itemsets in C, with storage C; in order to define C, {TID, set of Itemsets} for the second
round or scan.

Step 5: Start the second round or scan in C, to calculate how often each pair occurs together to define the large
second itemsets in L, with minimum support = 2 (less than two occurrences) with two columns (itemsets and
support count).

Step 6: Define C; and produce a set of three items from L, in order to define C; {TID, set of Itemsets} for the
third round or scan. Add one more rule, which is two pairs with a similar first Alphabet. Therefore, {Samsung,
LG} and {Samsung, Dell} have the same first Alphabet which produces {Samsung, LG, Dell}.

Step 7: The third round or scan is started in C; to calculate the number of transactions for {Samsung, LG, Dell}
in order to define the large second itemsets in L; with minimum support = 2 (less than two occurrences) with
two columns (itemsets and support count). Therefore, the set of three items that are frequently together are
{Samsung, LG, Dell}.

Apple — Samsung — LG — Sony - Dell

Database G 1
K
L [Apple, LG, Sony (Apple) 2
2 Samsung, LG, Dell —_— : fPP“’v LG, Sf‘"!' — | (Samsung) 3
3 Apple, Samsung, LG, Dell 2 Smsnn_v-- LG, Dell . LG 3
7 Samsung, Dl 3 Apple, Samsung, LG, Dell D] 3
3 Samsung, Dell
Cs Cs ¥ P
=

. ! {Apple, Samsung}
= =
= /2| (Samsung, LG, Dell {Avvle 1)

| (Samsung, LG, Dell } |2

[3 [ Samsung, LG, Dell} | {Apple, Dell}

{Samsung, LG}
{Samsung, Dell}
{LG, Dall}

L, o
C,
{Apple, LG} {{Apple, LG}}

2 1

{Samsung, LG} |2 e (3 | {{Samsung, LG}, {Samsung, Dell}, (LG, Dell}}

{Samsung, Dell} |3 3 [{{AppleSamsung),{Apple,LG},{Apple,Dell},

(LG, Dall} 3 LG}L{S Dell},{LG,Dell}}
4

{{Samsung, Dell}}

Figure 2. Example of the AprioriTid algorithm

3.2 Data Mining Classification Technique

The genereal definition of a classification technique is the operation of assigning items to single of many
predefined types (Tan, Steinbach, & Kumar, 2005). Also, it is a general problem which includes many
applications (Tan, Steinbach, & Kumar, 2005). There are many methods and techniques for solving a
classification problem (Tan, Steinbach, & Kumar, 2005). A classification method, also called a classifier, is a
methodical technique for constructing classification models from an input data set (Tan, Steinbach, & Kumar,
2005). Examples of such techniques include “Rough set, support vector machines, rule-based classifiers, naive
Bayes classifiers, decision tree classifiers, and neural netwroks” (Tan, Steinbach, & Kumar, 2005). Every
technique for solving a classification problem needs to employ a learning algorithm in order to identify a model
which can best fit the association between the class label for inserting data and the attribute set (Tan, Steinbach,
& Kumar, 2005). The main objective of the learning algorithm is to construct models with sufficient capability to
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generalize (Tan, Steinbach, & Kumar, 2005).
3.2.1 Example of Classification Technique

A data mining classification technique is applied to the recommender system in order to classify the users as
groups based on their budgets. Seven users have stated their budgets in the column Budget of Figure 4. The users
are grouped according to their budgets, and once the recommender system groups the users, it recommends
products and items based on their budgets.

Table 3. Information and budgets for 7 users

R I e N
Allan Cooper a@a.com >500

2 John Smith J@j.com >1500

3 Zhang Ming zZ@z.com >1000

4 Eisa Ayed e@e.com >1500

5 Yao Hua y@y.com >500

6 Jonathan William w(@w.com >1000

7 Bandar Ghalib b@b.com >500

3.3 Data Mining Cluster Analysis Technique

The cluster analysis technique (Tan, Steinbach, & Kumar, 2005) splits data into groups or clusters which are
useful or expressive. The cluster analysis technique groups data items according to information which has been
found in the data that define the items and their relationships (Tan, Steinbach, & Kumar, 2005). The main goal of
the cluster analysis technique is to separate the clustering (Tan, Steinbach, & Kumar, 2005). Nevertheless, there
are some cases where the cluster analysis technique is only useful for obtaining a result for other purposes; for
instance, data summarization (Tan, Steinbach, & Kumar, 2005). Cluster anaylsis techniques have played a
significant part in a wide variety of fields including machine learning, information retrieval, pattern recognition,
statistics, psychology, biology, data mining, and social science (Tan, Steinbach, & Kumar, 2005). There are
several techniques for cluster analysis data mining including K-means and Agglomerative Hierarchical
Clustering (Tan, Steinbach, & Kumar, 2005).

3.3.1 Example of Cluster Analysis Technique

A cluster analysis technique can be applied to a recommender system to recommend products based on
similarities between users. The users are clustered when they have similar products in their wish list or if the
users purchased many similar, or the same, products. Then, the recommender system will recommend products
to the users who have purchased similar products. For example, assume users A and B have purchased three
similar products from Dell, and user A has purchased two more products from Apple. User B has similarities user
A because they purchased three similar products from Dell, and in this case, the recommender system will
recommend two products from Apple to user B. The recommender system does the same if users have similar
products in their basket. The recommender system uses a basic K-means algorithm to execute the cluster analysis
technique. The following algorithm describes the basic K-means algorithm (Tan, Steinbach, & Kumar, 2005).

Algorithm

1: Select K points as initial centroids.

2: repeat

3:  Form K clusters by assigning each point to its closest centroid.
4:  Recompute the centroid of each cluster.

5: until Centroids do not change.
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4. System Description

Our proposed recommender system has been implemented using the following tools and environment.
e  Programming languages: JavaScript, ASP.NET, C#, and HTML.

e Tools and environments: Microsoft Visual Studio 2010 and 2012 “ASP.NET - C#".

e Database system: SQL Server Database 2012.

e  Windows operating system supporting .NET Runtime Version ASP.NET 4, and PHP Version (PHP 5.2, PHP
5.3).

As illustrated in Figure 3, the online shopping system is designed with three layers.

The first layer is a graphic user interface where the user can register or create a new account in order to sign in
and use the system’s features. Figures 9 and 12 belong to this layer. This layer also shows the results of the user
queries and additional information. The user can choose the representation or elicitation of preferences or
learning of preferences as the system learns the user’s preferences (Figure 6 provides a screenshot of the graphic
user interface).

The second layer is a business layer where the user can interact or deal with two types or pages. The first page is
the Quantitative and Qualitative Mixed page, and the second page is the Datea Mining Task for learning of
preferences.

The third layer is a database layer where the user can save data and import and export them into a database. A
web server associated with the domain on Godaddy Web Hosting was reserved for the online system. The
features for web hosting 150 GB of space, unlimited websites and bandwidth, 500 email Accounts, and SQL
Server 2005 and MySQL databases.

Presentation Layer

Elicitation and Representation of Preferences> ( Learning of Preferences )

Mixed Qualitative
(Quantitative + Qualitative) Solver
Solver (CP-Net)

Data Mining Associations Rules
(AprioriTid Algorithm)

Quantitative
Solver
(C- semiring)

Recommendations

Database Layer

SQL SERVER 2012)

Figure 3. Software architecture of the online shopping system
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5. System Methodology

An online shopping system has been proposed to take into account user preferences when looking for an optimal
solution (Alanazi, Mouhoub, & Mohammed, 2012; Mouhoub, Mohammed, & Alanazi, 2012). The objective is to
decide which configuration (i.e. combination of items) is the most preferred according to a set of preferences
while respecting some requirements provided by the user. Requirements and preferences are represented through
the Semiring-based Constraint Satisfaction Problem (SCSP) and CP-nets, respectively.

The previous work has been extended to investigate the applicability of learning some user preferences. A new
component is proposed to learn preferences and suggest products for users according to their interests. For the
time being, only one attribute (brand) is considered for new users. It is assumed there is a set of existing user
profiles. Then the AprioriTid algorithm is applied to generate the frequent itemsets or products. Once the user is
registered and an account is created, the user can choose his or her preferred brands. For example, the user may
show interest in one of the following brands: Apple, Samsung, LG, Dell, Toshiba and Sony. The system learns
the user’s interests in order to recommend new products. It is assumed the user is able to specify the preferences
or brands as shown in the graphic user interface illustrated in Figure 4, and the minimum support is equal to
20%.

It is also assumed there are four transactions or registered users, and that the users have chosen their brands as
shown in Table 4. Figure 5 shows the itemsets represented with a lattice, and the minimum support is 20%. Each
node has its support number in order to compare it with the minimum support of 20% to reduce the size of the
tree to find the frequent itemsets. The interests for the first transaction are {Apple, LG, Sony}, and the interests
for the second transaction are {Samsung, LG, Dell}. Once the system learns the user preferences, it will apply
the AprioriTid algorithm and generate the frequent itemsets in order to suggest products to all users who share
common interests as shown in Figure 6. The system will generate a specific page called “customer’s
recommendation” to each user in order to suggest products based on their preferences as shown in Figure 6.

A Proposed Recommender System under
Association Rulesand Preference Learning

Main Menu Welcome! Bandar Logout Most Common R dati LG ung Dell
[J Home Page —My Interests - Preferences Learning

[ About us

[J Contact us = E 3

[ Supervisor ‘Would you please provide us your interests ?

[ Admin Y/Apple [ LG [VJ[SAMSUMNG [/Dell ["I Toshiba [! Sony

[] My Search
[ My Interests

‘Would you please provide us your budget ?
[ My Recommandations

Less than $500 © More than $500

‘What are the most important products for you?
Laptop [/ Desktop Computer [TV [/DVD Player [/ Blu Ray Player

2012 - 5 Doc 201

Figure 4. Preference learning page

Table 4. 4 Transactions with 5 itemsets

Database
TID Items

Apple, LG, Sony
Samsung, LG, Dell
Apple, Samsung, LG, Dell

Bl W | -

Samsung, Dell
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Click to see

Main Menu Welcome! Bandar Logout Most C Rec dati LG Samsung Dell
[0 Home Page —MyR dati
[0 About us
[J Contact us Products
[ Supervisor
2 Pt [ 1| Aorie | Lapiop[MiacBoocPr] New Version St
[0 My Rec 2 | Apple | Laptop ] MacAir I New |Selec¢
3 [SAMSUMNG| TV | SmartTV | 55Inch |Select

Id Product Name Component Name

1 MacBook Pro Memory Select
2 MacBook Pro HardDrive Select
3 MacBook Pro Screen Select

Id Component Name Type Name Price

5 Screen 15" Inch 150

Copyright © 2012/2013 - Bandar Ghalib Mohammed

Figure 6. The user’s recommendation page
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6. Experimentation

The average time required to recommend new items to users is presented in this section. Two experiments have
been conducted with two different datasets. The first experiment is based on synthetic data generated below. The
second experiment is based on a dataset imported from the UCI KDD Archive (UCI Knowledge Discovery in
Databases Archive - http://kdd.ics.uci.edu/). The experiments were performed on the online store website in
order to determine the average time needed to obtain the list of recommendations (frequent itemsets). The
experiments were completed via an abstract solver containing two mini solvers for CSP, CP-net (Alanazi,
Mouhoub, & Mohammed, 2012) and AprioriTid. The system is implemented with the C# programming language
in a Microsoft Visual Studio 2010 environment operating on a Windows 7 operating system. The experiments
were conducted on an Intel Core i7 PC with a 2.7 GHz CPU and 4 GB of RAM.

The synthetic data experiments were performed on a dataset with 6 k-itemsets {Apple, Samsung, Dell, Sony,
Toshiba and LG} and a varying number of transactions, from 5 to 40. It is assumed the threshold or minimum
support is equal to 30% where the itemset is frequent if it is chosen at least 3 times. Figure 7 shows the time
needed (in milliseconds) to find the frequent itemsets with a varying number of transactions. Experimental tests
conducted on random datasets show the running time of the AprioriTid algorithm increases when the minimum
support has a low value and decreases when its value is high.

Min_Support=3

1000 —
500
0 Bt S ® o
Number of Transactions

1234
5
678910111213

B Number of Transactions| 5 |10|15|20|25|27|35|40| 50| 60| 80| 90 (100

B Running Time -
Millisecond(s)

15|30 50 (100/150(210250/300/400/560|780/800|960!

Figure 7. Running time needed to generate frequency

The second experiment was performed with different transactions from the UCI KDD archive in order to obtain
the frequent itemsets. Figure 8 represents a sample dataset with 1199 transactions tested with the AprioriTid
algorithm in order to obtain the frequent itemsets. The number of features in the data is 257 but Figure 9 displays
additional features. Figure 10 presents four charts for the dataset with varying minimum supports (5, 7, 10 and
15) along with the time required in seconds, to find the frequent itemsets. The running time increases when the
minimum support has a lower value and decreases when the minimum support is higher.

98



www.ccsenet.org/cis

Computer and Information Science

Vol. 6, No. 4;2013

UCI KDD - entree Chicago
recommendation Data.
Sample dataset of New York
with 1200 transactions
associated with its features.

A | B
1168 Fraunces Tavern Restaurant
1169 Zip City Brewery
1170 Tibetan Restaurant
1171 Pen & Pencil Restaurant
1172 Papa Bear
1173 Vong & Kwong
1174 Cafe Botanica
1175 Chelsea Trattoria
1176 Mezzaluna
1177 Billy's
1178 Emily's
1179 Florent
1180 Bar Pitti
1181 Szechuan Kitchen
1182 La Palette
1183 Pasticcio
1184 Jackson Hole
1185 Pigalle
1186 Cafe de Paris
1187 Vespa
1188 Rachel's
1189 Tre Giganti
1190 Casalone
1191 Gray's Papaya
1192 Viand
1193 DeGrezia
1194 Provence
1195 Ecco
1196 Pierre au Tunnel
1197 Honmura An
1198 Shinbashi-an
1199 Mickey Mantle's

Cc
178 010 248 156 008 074 205 054 167
178 194 191 192 004 132 008 106 074 204 053 165
197 248 236 075 205 052 164
250 008 225 075 205 053 168
186 075 204 051 163
004 132 039 076 205 054 168
198 196 190 004 132 040 153 097 083 224 156 005 091 076 206 055 168
125075 205 053 167
086 063 004 132 125 075 204 052 167
250 194 193 191 192 059 231 008 104 225 075 205 052 167
250136 242 057 071 007 220 217 076 205 053 164
004 132 092 075 204 052 166
063 242 004 132 025 125 075 205 053 165
086 059 231 039 076 204 051 164
242092 078 208 056 170
125 075 205 052 166
100 086 250 178 191 192 004 132 083 059 231 061 106 074 204 051 163
057 071 092 075 205 053 167
253 004 132092 078 208 056 170
229 125 075 205 052 166
193 242 005 078 208 056 170
242125078 208 056 170
063 125 075 204 053 167
004 132 089 075 204 050 161
083 156 042 075 204 051 163
125 076 206 054 168
099 250 200 102 063 114 059 231 092 076 205 054 168
229 125 140 075 205 053 167
193 248 092 075 205 053 167
196 193 128 152 076 205 054 167
253 196 193 059 231 128 078 208 056 170
086 250 178 063 008 106 225 074 204 053 166

234 Tex-Mex
235 Thai
Atlanta 267 257 236 Tibetan
237 Tourist Appeal
Boston 438 257 238 Tunisian
UCI KDD - entree Chicago 239 Turkish
r fation Data ( 8 d ) and 240 Ukrainian
the number of transactions for every Chicago 676 257 241 Ukranian
datasets associated with the features. ;:; :9 M::.omm(
egetarian
= & 2/ 244 Venezuelan
Angeles 245 Very Busy - Reservations a Must
246 Vietnamese
Hew oz = 247 Walk
Orleans 248 Warm spots by the fire
New 1200 257 249 Weekend Brunch
York 250 Weekend Dining
251 Weekend Jazz Brunch
San 414 257 252 Weekend Lunch
Francisco 253 Wheelkhair Access
254 Wine and Beer
Washing 391 257 255 Yogurt Bar
tonDC 256 Yugoslavian

UCI KDD - entree Chicago

r dation Data.
A Sample of the features.

Figure 8. UCI KDD datasets, and sample of dataset and sample of features
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This part shows the running time A PI’OP osed RCCOInlnCllder Systeln under
for the AprioriTid Algorithm when P— 5 .
the AprioriTid Algorithm starts to | Association Rules and Preference Learning

find the frequent itemsets and

produces and shows the result.

These are the processes or the Main Menu -
steps of AprioriTid Algorithm in (] Home Page = Time'
order to generate a frequent [J About us
Contact 2
itemsets [iConmsEs »/ Running Time = 30 Millisecond(s)

LG, Toshiba, Repeat =3 -
Sony,Dell, Repeat = 5
Sony,Toshiba, Repeat = 4
Dell, il

calendar /clock

, LG, Repeat =8 =
The data of the system Apple,Samsung.Sony, Repeat=3 !
Apple, Samsung,Dell, Repeat = 0
Apple,Samsung, Toshiba, Repeat = 3
Apple,LG.Sony, Repeat = 6
Apple,LG Dell, Repeat = 0

il =3

_ » MyData[__ AprioiTD | | ‘
UCI KDD - entree Chicago ,  UCIKDD Data atlanta B2 ‘ Minimum Support 1 [~] ‘
r lation Data ( 8 d ) y
The Minimum Support is a
parameter that the user can choose
a value and pass it to the system in
order to apply AprioriTid Algorithm
Figure 9. Running time should be inside the circle in the GUI
Min_Support =15 Min_Support =10

M atlanta(267) B boston(438) u chicago(676) M atlanta(267) B boston(438) m chicago(676)

m Los Angeles(449) m New Orleans(327) m New York(1200) m Los Angeles(449) m New Orleans(327) m New York(1200)

m San Francisco(414) = Washington DC(391) m San Francisco(414) = Washington DC(391)

Running Time - Second(s) Running Time - Second(s)
Min_Support =35 Min_Support =7
M atlanta(267) H boston(438) m chicago(676) M atlanta(267) H boston(438) ® chicago(676)
m Los Angeles(449) m New Orleans(327) = New York(1200) m Los Angeles(449) m New Orleans(327) = New York(1200)
m San Francisco(414) m Washington DC(391) m San Francisco(414) m Washington DC(391)

55

Running Time - Second(s) Running Time - Second(s)

Figure 10. Running time for UCI KDD datasets with threshold: 5, 7, 10, and 15

7. Conclusion and Future Work

A recommender system based on user preferences and constraints has been proposed. The AprioriTid algorithm
has been used to find frequent itemsets in order to recommend products to users. Experimental tests conducted
on random datasets show the running time of the AprioriTid algorithm increases when the minimum support has
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a low value and decreases when the value is high. Additional solutions and algorithmic techniques can be used in
this system in order to recommend products, and make it easier for users. New techniques for preferences and
constraints can be implemented and tested on the system to see if the latter can handle more complex preferences
and constraints. This recommender system can be generalized, and added to any interactive recommender
application where the user and customer are involved in the procedure of choosing their products.
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