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#### Abstract

The new graphiton models described here are trivalent graphs which encode topologically binary information. They permit defining intrinsic discrete spaces which constitute supernode crystals. Besides encoding its own metric, the model supports disturbances due to fault tolerance through the redundancy of information in the paths of connection between supernodes. Coming from theoretical physics, they may find applications in network management and artificial intelligence. For the first time, an information system structure, rich enough to model the universe itself, but relying ultimately on set theory, traverses set theory, topology, information theory, graph theory, geometry, algebra, theoretical physics and even computer and network science, in a logical straightforward and elegant way.
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## 1. Introduction

We present here a new type of model particularly suited to solving physical problems in non-Euclidean spaces. These spaces may mix the concepts of proximity (such as geographic information systems), topological notions (such as social networks), information concepts, and algebraic concepts (such as the invariance of certain local symmetries).
Our model was developed to provide a framework for digital physics (Aschheim, 2008). It is a conceptual breakthrough in the definition of a space based on set theory (Aschheim, 2009a). We can compute gravitational field (Aschheim, 2010) from its metrics. Here we specify its formalism in information theory, opening up applications to networks.
This model is a complex system on several levels, where the fundamental level is that of a trivalent graph.
The second level is the encoding of information in the topological graph structure.

The third is the encoding of local symmetries and algebraic properties.
The fourth is the emergence of a metric, a dimensionality and a curvature of the assembly of subgraphs, as supernodes in a network (Femmam, 2012) of crystalline type.
It is possible to work at every level of this model by maintaining a good coherence. We optimize at a fundamental level the simplicity of the structure, while allowing the emergence of great complexity in the modeled system.

This family of models is designed to provide a framework for a new theory of everything, unifying in theoretical physics, the phenomena of quantum physics and our knowledge of the standard model with gravity and the conception of a space according to general relativity. And we are dealing with discrete model instead of continuous one. There is still debate whether the nature of the universe is discrete or continuous. Some even speculate that the reality is the alliance of two (Chamseddine \& Connes, 2010). "We examine the hypothesis that space-time is a product of a continuous four-dimensional manifold times a finite space."

Others postulate a discrete system (and possibly finite) is sufficient for the emergence of an apparent continuity, which is an approximation of the discrete. The main result of the present work is the demonstration that a phenomenon hitherto treated as continuous course, emerges naturally in our discrete model: gravity. As it emerges from a simple graph, we call it "graphitation". A similar word game has already been used for an approach to quantum physics in a graph, called "Quantum Graphity" (Markopoulou \& Smolin, 2004; Konopka, Markopoulou \& Severini, 2008). But the approaches are different; physicists have built several discrete models, graphs or networks, to implement continuous physical equations, by keeping the current models in discreet format. These approaches are top-down, as they depart from known results, to find a consistent underlying structure.
Our approach is bottom up, starting with a simple model ultimately (in fact the level of set theory, the foundation of mathematics), and constructing according to a principle of economy, said "Okham's razor principle" (de Ockam, a) (Rursus absque necessitate et utilitate est pluralitas fugienda) (de Ockam, b) a layered model to the more complex reality.

## 2. Graphitation, Bottom-Up Approach

In our bottom-up approach, we start with a trivalent undirected graph.

### 2.1 Construction

### 2.1.1 Definition

A graphiton model is a trivalent graph checking at least two properties: a quasi-invariance on a large scale (a large number of nodes in the graph, evenly spaced, are topologically equivalent if one neglects a small number of disturbances), a characterization of local geometry at small-scale by the presence of triangular loops encoding bit 1.

Graphiton, a basic element of a graphiton model, is simply a node with three ends, each connected to another graphiton.
So, while any totally trivalent graph is a blend of graphitons, for it to be a model, it must satisfy the properties of global quasi-invariance and local geometric encoding.
A graphiton model can be interpreted in different scales. We will distinguish three scales.
Level 0 is the fundamental level, in which the model is a simple undirected trivalent graph, where any node or connection doesn't carry additional information.
Level 1 is obtained from level 0 by adding a binary property in each node; each node carries a bit, taking the value 0 or value 1 .
The equivalence between Level 1, informed graph, and level 0 , is ensured by the transformation T2 (see Figure 3 ) by Alexander (Alexander \& Briggs, 1926), which replaces each node with a value of 1 at level 1 as a triangle consisting of three nodes at 0 , and does not change the nodes on the value 0 to level 1 .

If the graph is information homogeneous, id-est. contains as much bit 0 as bit 1 at level 1 , while its equivalent in level 0 will double its number of nodes (and therefore connections).
Unless explicitly stated otherwise, we always work on information homogeneous graphs.

Our models have a natural encoding and regular, homogeneous information, which can be seen as physically optimum polarization for a certain Hamiltonian, defining a ground state of the system. This system may be disrupted and contain additional information by the inversion of two narrow bits 0 and 1 .

We show that this inversion is made only by means of Alexander's T1 transformations (see Figure 2), which provides a number of dynamic invariant systems, and indirectly, ownership of causal invariance discussed by Wolfram (Wolfram, 2002). The T1 transformation is intuitively the simplest, most realistic, most economic possible evolution of a trivalent graph. It applies to a connection between two nodes, and involves two other neighbors of each of these nodes. Of these 6 nodes forming the face of an H if the connection is in horizontal view, the T1 transformation rotates H 90 degrees. This can be done on a continuous basis through a transient state in which a tetravalent node 5 is at the center of an X shaped figure (Figure 2 when nodes 5 and 6 are merged).
At each connection, we can apply two different transformations T 1 , according to one of the first neighboring node is found connected to a second neighbor node, or the other.
If the graph is locally planar, one T 1 transformation retains planarity, and the other does not keep, thereby determining an implicit one that will be applied.

### 2.1.2 Disrupting

At level 1 (see Figure 1), a disturbance is the inversion of values 0 and 1 of two bits carried by two nodes, either neighbor (at distance 0 ), or narrow (at distance 1 , separated by a node).

$$
\begin{aligned}
& 1-0 \leftrightarrow 0-1 \\
& 1-1-0 \leftrightarrow 0-1-1,1-0-0 \leftrightarrow 0-0-1 \text { (Figure 4) }
\end{aligned}
$$

### 2.1.3 Dimension of the System as a Space

The dimension of the graph depends on the chosen scale. We distinguish three levels:
Ultra-local dimension: around a node, a trivalent graph is of dimension 2 (Ambjørn, Jurkiewicz \& Loll, 2004) (Carlip) considered the local restriction of a hexagonal lattice.
Local scale: within a super node, the structure is that of a binary tree graph whose dimension is infinite, because the number of neighbors at a distance r increases as $2^{r}$, and therefore more quickly than $r^{d}$ for any finite dimension $d$.

Global dimension: imposed by the regular system chosen (2 with a grid, 4 with hyperdiamond (Aschheim, 2009 b), $n-l$ with a simplex...)

### 2.2 Global Topology of Space

The global topology is flat if the network is chosen infinite.
It becomes curved if the network is closed; as for example in n-dimensional Torus.
Closure can imply a shift if a line does not meet itself after a tour, but a neighbor, like the non-commutative torus.

Closure may reverse the orientation, forming a Moebius strip, a Klein bottle, or other not oriented spaces (Luminet, 2001).

### 2.3 Lattice Regularity

### 2.3.1 Regular Lattice

We can apply our model to any regular lattice, like the square lattice, the checkerboard lattice, or even lattices in the $\mathrm{A}, \mathrm{D}, \mathrm{E}, \mathrm{F}$ families.

We can further investigate applying it to quasi-regular lattices: Quasi-crystal (Sadoc \& Mosseri, 1997), Penrose tiling (cf. (Connes, 1990)).

### 2.3.2 Almost-regularity

We can expand the set of acceptable models to almost-regular lattice, defined as regular lattices admitting a number of irregularities $<n^{(d-l)}$ for a graph of $n^{d}$ nodes and global dimension $d$.

### 2.3.3 Local Regularity

As a special case of almost-regularity, we can build models which physically correspond to the structure of natural crystals. They are admitting irregularities on the surfaces of dimension $d-1$; locally regular but globally
isotropic. The space is broken into pieces of irregular crystals which themselves are regular but not parallel to each other.
It will then be useful to study the dynamic behavior to inter-crystalline walls. From a mathematical point of view, the almost-regularity and local regularity are similar because they induce the same small number of irregularities with respect to the global regularity necessary.

### 2.4 Intrinsic Space

The fundamental advantage of the graphiton model is its creation of intrinsic space. The system from the outside is a graph whose nodes do not coordinate in any space (unlike all previous approaches to discretization of physics). But thanks to the encoding of information in the topology of this graph, the model finds the characteristics necessary for a metric space, beyond the mere internal metrics of the graph, which alone would be insufficient. The graphiton model is an information system capable of emulating a space. And a rather rich area because it is Riemannian (Penrose, 2005) and admits a local curvature, it can be Ricci-flat, where, in the absence of disturbance, any node at level 2 is topologically equivalent (Aschheim, 2010). And most importantly, local disturbances linearly induce a curvature, then a tilt of geodesics at any point in space, forming a gravitational field. This field is attracted towards disturbances that are at its origin, and is additive; these are necessary conditions for a gravitational field reflecting the effect of mass disruption. So this space is quite a natural framework for a theory of general relativity. But if space is locally anisotropic as directions are marked by the regular network, the gravitational induced field remains isotropic and not focused only along the directions of the network. Thus a movement in the network in response to the gravitational field can follow any direction not subject to the directions of the network.

### 2.5 Space as a Network

The general idea that the ultimate nature of space is a trivalent graph and some topological characteristics of this graph encode a mass effect, with a result on the curvature and the possibility of calculating a Ricci curvature and the Einstein field equation (Penrose, 2005) was developed by Wolfram in (Wolfram, 2002).

The fundamental contribution we make to this concept and which allows an effective implementation is to effectively place a layer of information in the graph at level 1 , associated with the regular structure at level 2 . This layer allows information to move intrinsically within the graph at a selected distance in both directions (2 directions for each dimension), and calculate the gravitational field and the Ricci tensor (Penrose, 2005). In the most random graph models proposed by Wolfram, these calculations were impossible and the notions of Ricci tensor couldn't be defined clearly. In other discrete models based on regular arrays, the authors postulated the existence of all space, locally Euclidean and continuous extrinsic to their model, in which they plunged their model to a metric and coordinates. What is less well founded and elegant than the concept of Wolfram! We have therefore in the extreme elegance of the model suggested by Wolfram, the only model of intrinsic system which does not need to be plunged into another space to be calculated. But we overcome its lack of metrics by imposing constraints of regularity and topological encoding of the local orientation.

## 3. Mathematical Formalism

We give a formal description of our graphiton model.

### 3.1 Definitions

Definition 1: rank r binary tree

$$
\begin{equation*}
\mathbb{B}_{r}:=\underset{k=0}{\left.\underset{2^{r}-1}{\text { nodes }}\left\{n_{k}\right\}, \text { links }\left\{\left(n_{0}, n_{1}\right) \cup \underset{k=1}{\left.\frac{2^{r-1}-1}{\left(n_{k}, n_{2 k}\right.}\right) \cup \underset{k=1}{2^{r-1}-1}} \underset{\left(n_{k}, n_{2 k+1}\right)}{n_{k}}\right)\right\}} \tag{1}
\end{equation*}
$$

Examples are given in Figure 5 for $\mathbb{B}_{3}$ graph and its subtree from $\boldsymbol{n}_{\mathbf{2}}$.
Definition 2: descendants is a set of nodes descendants from one node

$$
\begin{gather*}
\text { descendants }\left(n_{k} \text { in } \mathbb{B}_{r}\right):=\left\{\begin{array}{c}
\text { if } k<2^{r-1}: n_{k} \cup \text { descendants }\left(n_{2 k} \operatorname{in} \mathbb{B}_{r}\right) \cup \operatorname{descendants}\left(n_{2 k+1} \operatorname{in} \mathbb{B}_{r}\right) \\
\text { else: } n_{k}
\end{array}\right) . \tag{2}
\end{gather*}
$$

Definition 3: subtree is the branch emerging from a node

$$
\begin{equation*}
\operatorname{subtree}\left(n_{k} \operatorname{in} \mathbb{B}_{r}\right):=\mathbb{B}_{r} \cap \operatorname{descendants}\left(n_{k} \operatorname{in} \mathbb{B}_{r}\right) \tag{3}
\end{equation*}
$$

Definition 4: an operator $E$ glues three binary trees (of the 4 subtrees) to build a triple-binary trivalent graph

$$
\mathbb{T}_{r}=\Xi\left(\mathbb{B}_{r}\right) \text { by }\left\{\begin{array}{l}
\text { removenodes }\left\{n_{3}, \text { descendants }\left(n_{6}\right)\right\} \text { and their links }  \tag{4}\\
\text { addlinks }\left(n_{2}, n_{0}\right)\left(n_{0}, n_{5}\right)\left(n_{1}, n_{7}\right), \text { removelink }\left(n_{2}, n_{5}\right)
\end{array}\right.
$$

A triple-binary trivalent graph is depicted in Figure 6 with 24-nodes module $\mathbb{T}_{\mathbf{5}}=\boldsymbol{\Xi}\left(\mathbb{B}_{5}\right)$, rank 5 , with 12 leaves. Definition 5: we define the binary decomposition of an integer

$$
\begin{equation*}
\beta(K):=\left\{b_{i, K}\right\} \in\{0,1\}^{\left\lfloor 1+\frac{\log K}{\log 2}\right\rfloor} / K=\sum_{i=0}^{\left\lfloor\frac{\log K}{\log 2}\right\rfloor} b_{i, K} 2^{i} \tag{5}
\end{equation*}
$$

Definition 6: we define the frequency of a quaternion

$$
\begin{equation*}
\omega(x):=\frac{1}{\pi} \operatorname{ArcCos}(\operatorname{Re}(x)) \tag{6}
\end{equation*}
$$

Definition 7: we define the logarithm of a quaternion from its frequency

$$
\begin{equation*}
\log (x)=\log (/ x /)+\pi \omega(x) \frac{\operatorname{Im}(x)}{/ \operatorname{Im}(x) /} \tag{7}
\end{equation*}
$$

Definition 8: we define a family of r couples of a frequency and an imaginary direction

$$
\begin{equation*}
\Omega_{r}:=\left\{\left\{\omega_{k}, u_{k}\right\}\left|k \in \mathbb{N} \cap\left[0, r\left[, \omega_{k} \in\right] 0,1\right], u_{k}=\operatorname{Im}\left(u_{k}\right),\left|u_{k}\right|=1\right\}\right. \tag{8}
\end{equation*}
$$

Definition 9: we define a series of increasing products

$$
\begin{equation*}
\forall K \in \mathbb{N} \cap\left[0,2^{r}\left[, \zeta\left(K, \Omega_{r}\right):=\eta\left(\beta(K), \Omega_{r}\right)=\prod_{i=0}^{r-1} \exp \left(b_{r-1-i, K} 2 \pi \omega_{i} u_{i}\right)\right.\right. \tag{9}
\end{equation*}
$$

Definition 10: we define a sample family, for $\mathrm{r}=6$

$$
\begin{equation*}
\Omega_{6}^{\dagger}:=\left\{\left\{\frac{1}{3},\left(\frac{\tilde{i}+\tilde{i}+\mathbb{k}}{\sqrt{3}}\right)\right\},\left\{\frac{1}{3},\left(\frac{\tilde{i}+\tilde{j}+\mathbb{k}}{\sqrt{3}}\right)\right\},\left\{\frac{1}{6},\left(\frac{i+j}{i}+\mathbb{k}\right)\right\},\left\{\frac{1}{4},\left(\frac{\tilde{i}}{\sqrt{1}}\right)\right\},\left\{\frac{1}{4},\left(\frac{\tilde{d}}{\sqrt{1}}\right)\right\},\left\{\frac{1}{8},\left(\frac{\tilde{i}}{\sqrt{1}}\right)\right\}\right\} \tag{10}
\end{equation*}
$$

Figure 7 shows the simplest closed lattice of triple binary trees with $\boldsymbol{\Omega}_{\mathbf{6}}{ }^{\dagger}$ is made of 2 modules and has 144 connections and 96 nodes.
Definition 11: we define a unitary diagonal quaternion

$$
\begin{equation*}
\mathrm{un}:=\left(\frac{\mathfrak{i}+\mathfrak{j}+\mathfrak{k}}{\sqrt{3}}\right) \tag{11}
\end{equation*}
$$

Definition 12: we define a suite of quaternions

$$
\begin{align*}
\zeta\left(K, \Omega_{6}^{\dagger}\right):= & \left(\left(\left(\left(\exp \left(b_{5, K} \frac{2 \pi}{3} \text { un }\right) \exp \left(b_{4, K} \frac{2 \pi}{3} \text { un }\right)\right) \exp \left(b_{3, K} \frac{2 \pi}{6} \mathbb{\mathbb { n }}\right)\right)\right.\right. \\
& \left.\left.\exp \left(b_{2, K} \frac{2 \pi}{4} \mathbb{i}\right)\right) \exp \left(b_{1, K} \frac{2 \pi}{4} \mathfrak{d}\right)\right) \exp \left(b_{0, K} \frac{2 \pi}{8} \mathfrak{i}\right) \tag{12}
\end{align*}
$$

Definition 13: a field $\mathbb{E}$ is defined at each node, having a quaternionic value computed using two functions $\omega$ and $\zeta$ and one set of constants $\Omega_{r}$

$$
\begin{gather*}
\forall K \in \mathbb{N} \cap\left[0,2^{r+1}\left[, \forall n_{k} \in \operatorname{nodes}\left(\mathbb{B}_{r+1}\right),\right.\right. \\
\operatorname{ifk}<2^{r}: \mathbb{E}\left(n_{2 k}\right) \\
\mathbb{E}\left(n_{k}\right):=\left\{\begin{array}{c}
\text { else }: \omega\left(\zeta\left(K-2^{r}, \Omega_{r}\right)\right) \frac{\operatorname{Im}\left(\zeta\left(K-2^{r}, \Omega_{r}\right)\right)}{\left|\operatorname{Im}\left(\zeta\left(K-2^{r}, \Omega_{r}\right)\right)\right|}
\end{array}\right. \tag{13}
\end{gather*}
$$

Definition 14: we define a reordering function (see Figure 8)

$$
\begin{equation*}
\alpha(K):=\left(\left(K-2^{\left\lfloor\frac{\log K}{\log 2}\right]-1}+5 * 2^{\left\lfloor\frac{\log K}{\log 2}\right\rfloor-3}\right)\left[6 * 2^{\left\lfloor\frac{\log K}{\log _{2}}\right\rfloor-3}\right]-2^{\left\lfloor\frac{\log K}{\log 2}\right\rfloor-2}\right)\left[2^{\left[\frac{\log K}{\log 2}\right]}\right]+2^{\left[\frac{\log K}{\log 2}\right\rfloor-1} \tag{14}
\end{equation*}
$$

Definition 15: we define the lattice of connected triple-binary graphs, modulo $x_{0}$

$$
\begin{equation*}
\mathbb{L}\left(\mathbb{T}_{r+1}, x_{0}\right):=\cup\left(\mathbb{T}_{r}(x)\right) \cup \cup\left(n_{k}\left(\mathbb{T}_{r+1}(x)\right), n_{\substack{\alpha(k) \\ n_{k} \in \operatorname{nodes}\left(\mathbb{T}_{r+1}\right), k 2^{r}, k<11 * 2^{r-3}}}\left(\mathbb{T}_{r+1}\left(x+2^{\frac{k[2]}{2}} \exp \left(\mathbb{E}\left(n_{k}\left(\mathbb{T}_{r+1}(x)\right)\right)\right)\left[x_{0}\right]\right)\right)\right) \tag{15}
\end{equation*}
$$

Definition 16: we define a lattice condition
Lattice condition on $\mathbb{E}\left(\right.$ therefore on $\left.\Omega_{r}\right): \forall n_{k} \in \operatorname{nodes}\left(\mathbb{T}_{r+1}\right), k 2^{r}, k<$

$$
\begin{equation*}
11 * 2^{r-3}, \mathbb{R}^{4}\left(2^{\frac{2+k[2]}{2}} \exp \left(\mathbb{E}\left(n_{k}\left(\mathbb{T}_{r+1}(x)\right)\right)\right)\right) \in \mathbb{N}^{4} \tag{16}
\end{equation*}
$$

Theorem 1: Lattice condition (16) holds for $\Omega_{6}{ }^{\dagger}$
Demonstration: The values taken by $\mathbb{E}$ on the 48 leaves are the 24 units of the Hurwitz integer, forming the binary tetrahedral group, and their products by $(1+\mathrm{i})$. They are also coordinates of the 24 -cell (Boole Stott, 1910) and its dual scaled by square root of two (see Table 1). They form the integer lattice F4, of the roots of Lie Algebra 4.
A large family of graphiton models can be built by varying $\mathrm{r}, \Omega_{r}$ and $x_{0}$, while (16) holds.
Figure 9 shows the second simplest closed lattice of triple binary trees with $\boldsymbol{\Omega}_{\mathbf{6}}{ }^{\dagger}$ is made of 32 modules and has 2304 connections.

## 4. Perturbation Tolerance

Definition 17: we define a bit value at each node

$$
\begin{equation*}
\forall K \in \mathbb{N} \cap\left[0,2^{r}\left[, \forall n_{k} \in \operatorname{nodes}\left(\mathbb{T}_{r+1}\right), \mathbb{I}\left(n_{k}\right):=k\right.\right. \tag{17}
\end{equation*}
$$

Topological bits in a triple binary tree according to our method preserves the intrinsic geometry. The center of the super node is determined as the single loop of size 4. Associated with the adjacent single triangle they form the central triangle of three nodes respectively informed of bits 0,0 and 1 , and each connected to a first node of binary tree associated respectively with 0,1 and 1 . Thus, each tree root is characterized by a binary code on two different bits, and then the subsequent nodes of the branches at each level are identified by 0 and 1 . And the 24 leaves of three binary trees of rank 6 are characterized by a 5-bit identifier (Femmam, 1994). The Lattice condition Equation (16) expresses that the identifiers of two connected leaves issued from two connected triple trees have binary identifiers correlated by the function $\alpha$ which introduces redundant information and thus tolerance to disturbance.

## 5. Conclusion

In the field of artificial intelligence, attempts at architectures of neural networks were conducted confidentially with Hyperdiamond and Hypercube structures. Indeed, given the nature of space-time is linked to the four-dimensional geometry, spatial artificial intelligence, even in space-time, has good reason to rely on these geometric structures. We believe that graphiton models deserve to be studied in this area.
Pancake and hypercube networks, hypercube and in particular the cross hypercube (Tsai, Fu, \& Chen, 2008) are the subject of active research to optimize the reliability, the transmission delay, rate and energy consumption in communication networks, particularly the new networks with dynamic topology.
Our graphiton models can be considered as hybrid networks. They seem particularly interesting when the large-scale infrastructure is fixed, but only on a small scale nodes in the network connect or disconnect dynamically. This behavior corresponds to swap bit by the T1 transformations (as shown in Figure 4), local changes in the network structure. We believe that the imminent arrival of the Internet of Things and the increasing use of RFID tags, and integrated NFC antennae in mobile phones will result in the emergence of hybrid physical network. Graphiton models could be useful in the simulation and management of these new hybrid networks. Our main result is that these models define an information structure encoding both the program and data, including the hardware would be a local graph operator analyzing the surrounding environment and deciding whether or not to make a T 1 topological transformation. This dynamic graph is a promising new application in artificial intelligence and the optimization of networks.
It was clarified that the proposed architecture is suitable for the production of four-dimensional neural networks, suitable for recognition of 3D trajectories?
The application for RFID tags is dynamically linked to a Smartphone equipped with detectors and a geo-location system, this provides to process the dynamics space-time of this information. RFID tags would be modeled by empty supernodes of our hyperdiamond network activated when detected. The features of this application will be discussed in the coming work.
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Table 1. Values of $\mathbb{E}\left(n_{k}\right)$ field


Field values for the 48 leaves of the triple binary tree $\mathbb{T}_{7}=\Xi\left(\mathbb{B}_{7}\right)$ based on $\Omega_{6}{ }^{\dagger}$, pointing toward linked supernode, such that opposite leaves have opposite field.


Figure 1. Three-level view of a) a simple node, b) a sub-graph. At level 2 the graph is not trivalent At level 1, nodes are added so the graph becomes trivalent, and nodes hold a bit.

At level 0, 1-valued nodes are replaced by triangles.


Figure 2. Elementary move: T1 inversion


Figure 3. Elementary move: T2 insertion


Figure 4. Bit inversion $1-0-0 \leftrightarrow 0-0-1$ as a sequence of four Alexander T1 moves
(The transient four-valent X -state is enhanced by a bigger dot).


$\operatorname{subgraph}\left(n_{2}, \mathbb{B}_{3}\right)$

Figure 5. Examples: a $\mathbb{B}_{3}$ graph (left), its subtree from $\boldsymbol{n}_{2}$ (right)


Figure 6. 24-nodes module $\mathbb{T}_{5}=\boldsymbol{\Xi}\left(\mathbb{B}_{5}\right)$, rank 5 , with 12 leaves


Figure 7. The simplest closed lattice of triple binary trees with $\boldsymbol{\Omega}_{\mathbf{6}}{ }^{\dagger}$ is made of 2 modules and has 144 connections and 96 nodes


Figure 8. Plot of the $\boldsymbol{\alpha}(\mathrm{n})$ function (the values of $\boldsymbol{\alpha}$ versus $n$ )


Figure 9. The second simplest closed lattice of triple binary trees with $\boldsymbol{\Omega}_{\mathbf{6}}{ }^{\dagger}$ is made of 32 modules and has 2304 connections

