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Abstract

In this paper, we give a practical solving method and an expression of general solutions of a system matrix equations
A XB, = Ciand4,XB, = C, over an arbitrary skew field by using some matrix techniques and elementary operations
on matrices.

Keywords: skew field, System matrix equations, Elementary operations on matrices

1. Introduction

It is well known that matrix equation is one of important contents of matrix study. In [1] an expression of general
solutions of the matrix equation AXB=CYD over an arbitrary skew field was given. In this paper we consider the
mentioned system matrix equations A XB, = C,andA,XB, = C, over an arbitrary skew field and give an expression of

general solutions and a practical solving method of the matrix equation by using some matrix techniques and
elementary operations on matrices with entries from an arbitrary skew field.

mxXn

Throughout this paper we denote an arbitrary skew field by F, the set of all mX n matrixes over F by F  , the set of

all matrices in F™"  with rank r by F’ rmxn ,a mXm identity matrix by [, the rank of matrix 4 by rank4.

m?

Now we introduce the following known lemmas.

Lemma 1.1%) Let A€ F™" . Then rankd=r if and only if there exist pe g and Qe ™ such that
I. 0

o[ ]

Lemma 1.2[3] Suppose P and Q be invertible matrices over F. If the multiplication of matrices can be performed, then

rank A=rank P4=rank4dQ=rank PAQ

for any matrix 4 with entries from F.
Lemmal.3M Let 4¢ F" . Then

rank [é g} - 4rank(D—CA™'B)

Lemmal.48! Let A€ F™ . Then the following conditions are equivalent:

(1) A is invertible;

(i1) 4 is a product of elementary matrices;

(iii) rank A=n

Lemma 1.50) Letde F™", E, (resp. E, ) be the elementary matrix obtained by performing an elementary row[resp.
column] operation Ton [/, (resp./,). Then E, A (resp. AE, ) is the matrix obtained by performing the operation T
on 4.

2. Main Results

Now we consider the matrix equation
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A XB, =C, (1)
A,XB, =C,

where 4, € F"™",4,€ F"",B e F* ,B,e FX,C,e F™,C,e F™.

(1 is equivalent to the following systems matrix equations
PAlQQ_IXVo_lVoBlQo =PCQ, )
V4,007 XV, 'V,B,U =VC,U

Where Pe F,™",Q0e F™",0,€ F*, Ve F'" . Ue F™ V,e F.

Theorem 2.1 For matrices A,,4,,B,,B, in 1,
Pe F)"™",Qe F™,0,e F** Ve F"",Ue F V, € F", such that

0 01 0] n
() p40= Lo VA0=T 0 0 0 ’
“70 ofm-r "2\ "
0 0 0 O|p—n-r,
0 1, 0] s
(i) ygo -|& O 5, 0 0 0| s—s,
0 IQO 0 0l|/-s VOBzU: I 0 0 s
5y 1
0 0 0]j—s5—5

Where 1 +r, =1,5,+s, =Ww.

Proof We proof (ii).It follows from Lemmal.1 that there exist V, e F/Xl ,0, € F,f”‘ such that

I. 0| s
=" (3)
nso=lo o,

/4 sXq (I=s)%q : (I-s)x(I-s) X
Let VB, :{Wl}where Wyoe F™ ., W,e F"™" .For w,, there exist V, e F'""™,0, € F,” such that

2

I, 0 s
V0, { - OL_SI_S )
1

Let w,Q, =[w,, W,], where W, e F™ W, e F>“ It follows from Lemma 1.2 and 1.3

I, 0 I, 0 || W w,
rankB, = ranl{ : }VIBZQ2 = ranl{ N }{ 1Q2}= rank{ 10x }

0 V2 0 V2 WZQZ V2 WZQZ
W, W,
=rank| I, 0 |=s, +rankW,,
0 0

Hence rankW,=s—s, =5,

For w,, thereexist y,e p> and Q, € Fq(‘f_‘gl)x(q_sl) such that

-5

I. 0 s
N LA 5)
3 12Q3 |:O 0:|S—Sz
Let
_ Vx (_VSVVII’O)VZ _ V;l 0 — [»w 0
VO—|:O v, :|V|’ Qo_Q1|: 0 I;M-:|7 U*Qz(o ij
by (3)~(5)
V, (VW 0V | 2] I, 0
VB _|"3 37 2y B 3 —|s
0 IQO |:0 Vz :|1 1Q1|: 0 I/H:| |:0 0:|
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VOBZU:{I/} (_IGWI”O)VZ}V]BZQ{I“ 0'{V;WIQZ+<—V3WH,O>V2W292}{A, 0}

0 V, 0 Qz_ V,w,0, 0 O
1

0 S

= |:]Oj| VBVVIZ |:[;I 0 B ]O VBVVIZQS B 0 0
N 0 o ol {} 0 | |1, o

0 0 oo

Similarly,(i) may be shown.

SO O O

Let
X, X, X, Xy, n
QilXVofl— le Xzz X23 X24 r—n
Xy Xy Xy Xy, 153
Xy Xy Xy Xyln-r-n
(ii1) S, S—8, 8 I-s-—5
G, G, r G, G, G,
PCO = (o o ], I\G G
3 4 G, G,
S, S§—8,
E, E, E;\n
VC,U=|E, E, Ej]|n
E, E; Ey)n
s, 8, k—s

Theorem 2.2 Let P.U,0,0,.V.V,,E;(i,j=123),G,(i,j =12),G,(=123,4) be matrices mentioned in theorem 2.1
and (ii1). Then €)) has solution if and only if
Xij = G,-,-(i’j =12), Xy =E,, Xy =E,,X;=E,,X,, =E, =G,,,G, =0 =23,4) E;=E; = 0(j =1,2,3) Whence the
general solution of (1) is

G, G, E, X,

_ GZI G22 X23 X24 (6)
X=0 v,
EIZ X32 El 1 X34
X4] X42 X43 X44
where,

nx(l-s—s;) (r—n)xs, (r=n x(I-s—s;) rX(s—5,)
X,efl" Y, Xypye FUTU X, e YT Y, Xy, e BT
X34 c erzx(l—s—s])’)(41 c };v(n—r—rz)xs2 ,X42 c Fv(n—r——rz)><(s—sx‘2)’)(43 c F(n—r—rz)xsl ,
(n—r——ry )X(I—=s—s,)
X,eF : :

are all any matrices over ' with corresponding orders.

Proof For (1),i.e. for (2), by (iii),(2)is equivalent to the following systems matrix equations

X, X, Xy Xy
G, G
I 0 Xy Xy Xy Xy fd, O ! "G (7)
=|\G, G :
0 0)X, X, Xy Xy, [0 O _IG 2 G
3 4
Xy Xp Xy Xy
Xy X, Xy Xy
0 017, 0 0o I, 0 E, E, E,
Xy Xy Xy Xy . _

I, 0 00 X. X Y. x 0 0|=|E, E, E,
0 0 00 o z » Wil 000 Ey, Ey, Ejy
Xy X X Xy 0 0 0

) ie.
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Xl] XIZ Gll GIZ
0 G, 3
XZ] XZZ = GZI GZ2 ( )
G

This proof is completed.
To sum up the above results, we obtain the detailed steps of solving (1):
(i) Let :{Bl B, I l}, we apply a sequence of elementary row operations on the first / rows of G and apply a

k q

sequence of elementary column operations on the first k£ columns of L and obtain the following form
A O W,
4
L={l0o 0 w,
0, 1, 0
Where, A is a non-degenerate upper (or lower) triangular matrix. Then, we apply a sequence of elementary row

operations on the first s rows of L, and apply a sequence of elementary column operations on the next ¢ columns of

L, again till we obtain the following form

0 7, 0
I, 0 0 0 O
VO
Ly={o o) |1, 0 0
0 0 O
0, U 0
(i1) Let A1) we apply a sequence of elementary row operations on the first m rows of M and apply a sequence
M=4, I,
1 0

n

of elementary column operations of the first ncolumns of M and obtain

Q 0

o o) -
M, = (Dl Dz) Ip
o 0

Where,Q is a non-degenerate upper (or lower) triangular matrix. Then, we apply a sequence of elementary column
operations on the first » columns of A7, and apply a sequence of elementary row operations on the next p rows of M,

again till we obtain the following form

I, 0 P
00

001, 0
M,=[[1, 00 0 ¥
0000

0 0

(iii) By theorem 2.2, we can discuss the all solution circumstances of (1) and obtain an expression of general solutions if
it has solution.
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