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Abstract

In this paper, we promote the definition of Kronecker product, and give its corresponding properties. As the
application of generalized Kronecker product, this paper shows the determination method that the algebraic
operation in finite set suits the associative law.
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1. Introduction

Kronecker product expresses a special product of matrix. The product of a matrix A by m X n and a matrix B
by p X g can be denoted by A ® B, which is a matrix by mp X ng.

Definition 1.(Kronecker product)B¢//mank-1970) The product of a matrix A by m x n and a matrix B by p X g can
be denoted by A ® B, which is defined as follows:

aynB apB - a,B

ayB apB --- ayB
A®B = [a,-,jB] =

amB ampB -+ ay,B

Kronecker product also can be called direct product or tensor product.

Kronecker product has the following properties:

1). For A,,;x, and By, generally A® B # B® A.

2). The Kronecker product of arbitrary matrix and zero matrix equals zero matrix, i.e. A0 =08 A = 0.
3). If @ and B are constant, A ® BB = o8(A ® B).

4). For Ayixn 5 Buxks Cixp and Dy, AB® CD = (A® C)(B® D).

5). For Ay » Bpxgs Cpxg» A (B£C) = (A®B) £ (A®C), B+(C)®A=(B®A) £ (CR®A).
Note: properties 1)-5) is referred from (Rao ¢ R,1971).

6).For Ay and By, (A® B)T = AT @ BT.

7). For A, and By, rank(A ® B) = rank(A)rank(B).

8). For A,;xm and By, det(A ® B) = (detA)"(detB)".

9). For A,;x;» and By,x,, tr(A ® B) = tr(A)tr(B).

10). For Ay » Bixns Cpxg and Dpyy, (A+ B)®(C+D)=A®C+A®D+B®C+ B®D.
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11). For Ayixp » Bixis Cpxg and Dy, (A® B)® (C® D) =A®B®C® D.
12). For Ay » Bixis Cpxg» (A®B)® C =A® (B® C).

13). For Ayxn » Bpxgs Cuxr and Dy, (A ® B)(C ® D) = (A® C)(B® D).
Note: properties 6)-13) is referred from (Brewer j w, 1978, 772-781).

But for the need of the real life and the mathematics development, the element of matrix may not limit to
numbers, thus we introduce a new concept, also namely promoting the matrix concept.

2. Definition of generalized Kronecker product

Definition 2. Suppose S be a nonempty set, (S, o, +) be an algebra system, then A is matrix in algebraic system
(S,0,+)if and only if A = [a;;luxn,aij € SE=1,2,-+- ,m;j=1,2,--- ,n).

Definition of Kronecker product can be promoted as the below definition.

Definition 3(generalized Kronecker product). The Kronecker product of a matrix A by m X n and a matrix B by
P X ¢ in algebra system (S, o, +) can be denoted by A ® B, which is defined as follows:

ajoB apoB -+ ajpoB

a1oB apoB -+ a}yoB
A®B=[a,‘jOB]= .

ayoB apoB -+ au, 0B

Note: The generalized product, addition and number product of matrix are similar with the usual product,
addition and number product of matrix.

3. Properties of generalized Kronecker product
Theorem 1. For A,,x, and B, generally A® B # B® A.

Since the number operate is a special algebraic operator, for restricted untenable proposition, it is also untenable
in generalized condition.

Theorem 2. The Kronecker product of arbitrary matrix and zero matrix equals zero matrix, i.e. A®0 = 0QA = 0.
The reason is as that of theorem 1.
Theorem 3. If (S, o) is a commutative semi-group, and for arbitrary @ and 8, (¢ 0 A)®(Bo B) = (@of)o(A®B).

This theorem is equivalent the operate of elements: (@ o a; ;) o (8 o by) = (a o B) o (a;j o by), where a;; =
[Alij, b = [Blu.

Theorem 4. If (S, o) is a commutative semi-group, and for A,,;x; , Buxk, Cixp and Dpyx,, (Ao B)® (C o D) =
(A®C)o(B® D).

This theorem is equivalent the operate of elements: (a;; © byy) © (¢ © dyy) = (a;j © cp) © (b © dyy), where
ajj = [A]ijs b = [Blii, ¢ = [Cluus dyy = [D]yy-

Theorem 5. If (S, +, 0) is a ring, and for A;x, , Bpxg, Cpxg» A®(B+C) =(A®B)+(A®C), B£()®A =
(BRA)Yx(CRA).

Theorem 6. If (S, o) is a commutative algebraic system, and for A, and By, (A ® BT =AT @ BT.
Theorem 7. If (S, +, o) is aring and for A, , Buxn, Cpxg and D pxg, (A+B)®(C+D) = AQC+A®D+BRC+B®D.

This theorem is equivalent the operate of elements: (a;; +b;;) o (ci+di) = ajjocy+ajjodi+bijocy +b;ijody,
where a;; = [Al;j, bij = [Blij, cki = [Clu, dii = [Dli-

Theorem 8. If (S, o) is a commutative semi-group, and for Ax, , Bixi, Cpxg and Dyxs, (A® B) ® (C ® D) =
A®B®C®D.

This theorem is equivalent the operate of elements: (a;;j o by) o (cy © dyy) = ajj © by o ¢y © dyy, Where
ajj = [A]ijs b = [Blis ¢ = [Cluus dyy = [D]yy
Theorem 9. If (S, o) is a semi-group , and for Ayxy, , Bixi, Cpxg, A®B)®C = A® (B® ().
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This theorem is equivalent the operate of elements: (a;; o by) © ¢y = a;j o (b © cy), Where a;; = [Al;j, by
[B]kl» Cry = [C]tu-

Theorem 10. If (S, o) is a commutative semi-group, and for A,;x, , Bpxg, Cpxr and Dyx, (A ® B) o (C ® D)
(A ® C) o (B ® D)’ where ajj = [A]ijs b = [Blis ¢tu = [Cliu, dyv = [Dlyy-

This theorem is equivalent the operate of elements: (a;; o byy) o (¢sy © dyy) = (aij © cu) © (b © dyy).

4. Application of generalized Kronecker product!7-3L0L10LI11]

Theorem 12. Suppose S = {a;,as,- -+ ,a,} and (S, o) is an algebraic system, then the table of algebraic operator
in S is as follows:

<Figurel>

Construct A = [a; a; ---a,]’, then (S, o) is a semi-group if and only if A® (A® A7) = (A®A)® AT.
Theorem 13. Suppose S = {a, a2, -+ ,a,} and (S, o) is an algebraic system, then the table of algebraic operator
in § is as follows:

<Figurel>

Construct A = [a; a» -~a,]", then the algebraic operator o of S satisfies associative law if and if only

ARA®AT) =(A®A)®AT.

Sample: Suppose set S = {a, b, ¢, d}, the algebraic operator in S is as follows:
<Figure2>

then whether is the algebraic operator o in S associative?

Proof: Easily , algebraic operator o in finite set S is closed, then (S, o) is a algebraic system. Construct matrix

a
A= lc) , and the definition of generalized Kronecker product is as definition 3, then
d

a a al [aola b ¢ d] al [aoca aob aoc
T b b bl |bola b c¢ d] bl |boa bob boc
AQ(ARA") = c®(c®[a b ¢ d]l= c®leota b e d]®[a b ¢ d]l= leoa cob coc
d d d| |dola b c¢ d] d| |[doa dob doc

l[aoca aob aoc aod]] [ao(aca) ao(aob) ao(aoc) ao(aod)]

boa bob boc bod ao(boa) ao(bob) ao(boc) ao(bod)

“%leoa cob coc cod ao(coa) ao(cob) ao(coc) ao(cod)

ldoa dob doc dod|] ao(doa) ao(dob) ao(doc) ao(dod)

l[aca aob aoc aod] bo(aoca) bo(aob) bo(aoc) bo(aod)

bo boa bob boc bod bo(oa) bo(bob) bo(boc) bo(bod)

coa cob coc cod bo(coa) bo(cob) bo(coc) bo(cod)

B ldoa dob doc dod] bo(doa) bo(dob) bo(doc) bo(dod)

- l[aca aob aoc aod] co(aoa) co(aob) co(aoc) co(aod)

co boa bob boc bod co(boa) co(bob) co(boc) co(bod)

coa cob coc cod co(coa) co(cob) co(coc) co(cod)

ldoa dob doc dod] co(doa) co(dob) co(doc) co(dod)

([aoca aob aoc aod] do(aoa) do(aob) do(aoc) do(aod)

do boa bob boc bod do(boa) do(bob) do(boc) do(bod)

coa cob coc cod do(coa) do(cob) do(coc) do(cod)

ldoa dob doc dod|| |do(doa) do(dob) do(doc) do(dod)]
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([aca aoc aod aoal [a d a al
aob aoc aoa aod c d a a
aoc aoa aob aod d a ¢ a
aod aob aoa aoc a ¢ a d
boa boc bod boa b a d b
bob boc boa bod c a b d
boc boa bob bod a b c d
_|bod bob boa boc| |d ¢ b a
“lcoa coc cod coal |c b d c|
cob coc coa cod a b ¢ d
coc coa cob cod b ¢ a d
cod cob coa coc d a c b
doa doc dod doa d a c d
dob doc doa dod b a d c
doc doa dob dod a d b c
ldod dob doa doc| |¢c b d a]
But
a a
T b b
ARA)®A :(c ® c)®[a b d]
d d
[a]] [a o a] [a]
ao b aob c
c aoc d
|d] aod a
[a] boa b
bo b bob c
c boc a
| e b e ai=|"Yeta b ¢ a1=|Y e b ¢ a
a coa c
co b cob a
c coc b
d ] cod d
[a] doa d
do b dob b
c doc a
|d]] |d od] ]
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([aocla b ¢ d]| [aca aob aoc aod| [a ¢ d a]
cola b c¢ d] coa cob coc cod c a b d
dola b c¢ d] doa dob doc dod d b a c
aola b ¢ d] aoa aob aoc aod a ¢ d a
bola b c¢ d] boa bob boc bod b ¢ a d
cola b c¢ d] coa cob coc cod c a b d
aola b c¢ d] aoa aob aoc aod a ¢ d a
_|dola b ¢ dl| |doa dob doc dod| |d b a c
“lcola b ¢ d]l| |coa cob coc cod| |c a b d|
aola b c¢ d] aoa aob aoc aod a ¢ d a
bola b c¢ d] boa bob boc bod b ¢ a d
dola b c¢ d] doa dob doc dod d b a c
dola b ¢ d] doa dob doc dod d b a c
bola b c¢ d] boa bob boc bod b ¢ a d
aola b c¢ d] aoa aob aoc aod a ¢ d a
lcola b ¢ d]l |coa cob coc cod]| |c a b d]
Because

(a d a al] [a ¢ d a]

c d a a c a b d

d a ¢ a d b a c

a ¢ a d a ¢ d a

b a d b b ¢ a d

c a b d c a b d

a b ¢ d a ¢ d a

d ¢ b a d b a c

c b d c * c a b d|

a b ¢ d a ¢ d a

b ¢ a d b ¢ a d

d a ¢ b d b a c

d a c d d b a c

b a d c b ¢ a d

a d b c a ¢ d a

lc b d al |c a b d]

A®(A®AT) # (A® A)® AT. From theorem 13, the algebraic operator o in S is suit for associative law.
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