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Abstract

The gamma distribution has been widely used in many research areas such as engineering, hydrology and survival analy-
sis. We propose a new distribution, called the McDonald gamma distribution, which presents greater flexibility to model
scenarios involving non-negative data. The new density function is represented as a double linear combination of gamma
densities. We also propose analytical expressions for some mathematical quantities: moments, moment generating func-
tion, log-moment, mean deviations, Lorentz and Bonferroni curves, order statistics, entropy and quantile function. The
score function and the observed information matrix of this new distribution are derived. A real data set is used to illustrate
the importance of the proposed model.

Keywords: Beta-Generated class, Entropy, Generalized distribution, Maximum likelihood estimation, Moment
1. Introduction

The gamma distribution is a very general distribution that belongs to the Pearson type III family of distributions. It
includes, among other well-known distributions, the exponential and chi-square distributions. Some of its structural
properties can be found in Jambunathan (1954). It has a variety of applications and can be used to model the queuing
systems, the flow of items through manufacturing and distribution processes, the risk management and some distributions
in hydrology. More detailed information on hydrology can be found in (Yevjevich, 1972; Bobee & Ashkar, 1991).

Several generalized distributions have been studied in recent years. The generalization of continuous distributions began
with Amoroso (1925). He introduced the generalized gamma (GG) distribution for income rate data. It is also discussed
by Stacy (1962). Esteban (1981) showed that the GG distribution has several distributions as special cases or limiting
forms, for example, the log-normal, Weibull, gamma, exponential, normal and Pareto distributions. The GG distribution
has several applications in areas such as engineering, hydrology and survival analysis, and it is very useful in discrimi-
nating between alternative probabilistic models. Nadarajah & Gupta (2007) applied it to drought data. Nadarajah (2008)

Published by Canadian Center of Science and Education 53



www.ccsenet.org/ijsp International Journal of Statistics and Probability Vol. 1, No. 1; May 2012

presented a study on its use in electrical and electronic engineering. Cox (2008) studied the F-generalized family by
comparing it with the GG model. Cordeiro et al. (2011) proposed the exponentiated GG distribution with application
to lifetime data and Pascoa et al. (2011) defined the called Kumaraswamy GG distribution with application in survival
analysis, since it is capable of modeling a bathtub-shaped hazard rate function.

In recent years, several authors published new distributions. Eugene et al. (2002) introduced a class of generalized
distributions based on the logit of the beta random variable. They proposed the beta normal distribution. After their
work, new distributions have been developed in this class, such as the beta Fréchet (Nadarajah & Gupta, 2004), beta
Gumbel (Nadarajah & Kotz, 2004), beta exponential (Nadarajah & kotz, 2005), beta Weibull (Lee et al., 2007), beta
Pareto (Akinsete et al., 2008), beta half-normal (Pescim et al., 2006), beta generalized exponential (Barreto-Souza et al.,
2010) and beta power (Cordeiro & Brito, 2012) distributions.

In this sense, our purpose is to present a new distribution, called the McDonald gamma distribution (Mc-I" for short),
which extends the gamma model and has several other models as special cases. Some of its mathematical properties are
obtained and the method of maximum likelihood estimation is discussed. The new model provides greater flexibility than
other distributions, since it has more shape parameters, yielding a large variety of forms. It can also be useful for testing
the goodness of fit of its sub-models.

The rest of the article is organized as follows. In Section 2, we discuss the modeling of the Mc-I" distribution, in which
the class Mc is contextualized. We also present its density function, cumulative distribution and hazard function. Some
expansions of its mathematical quantities are derived in Section 3. Additionally, its moment generating function (mgf)
and the limiting density and cumulative distribution functions are derived. Moreover, we propose analytical expressions
for the following statistical measures: Shannon and Rényi entropies, mean deviations, Bonferroni and Lorentz curves,
skewness, kurtosis, order statistics and quantile function. In Section 4, we discuss maximum likelihood estimation. In
Section 5, the Mc-I' distribution is applied to a real data set. Finally, in Section 6, we provide some concluding remarks.

2. The Mc-I" Distribution

The Mc-I" distribution originated from the work of Eugene et al. (2002) who defined a general class of distributions
as follows: if G denotes the cumulative distribution function (cdf) of a random variable, then a generalized class of
distributions can be defined as

1 G(x)
F(x) = Igw(a,b) = Bab) fo (1 - w' do, (1)

fora > 0, b > 0, where I,(a, b) = By(a,b)/B(a, b) denotes the incomplete beta function ratio and By(a, b) = foy w1 -
w)’~'dw is the incomplete beta function. The probability density function (pdf) corresponding to (1) can be expressed as

fx) = G [1 =G g(x),

1
B(a, b)
where g(x) = 0G(x)/0x is the baseline density function.

We start with the generalized beta distribution of the first kind (or beta type I) introduced by McDonald (1984). Its pdf is

given by
¢ xa/c—l (1 _ x(‘)b*l’

fx) =

a
c?

where a > 0, b > 0 and ¢ > 0 are shape parameters.

Alexander et al. (2011) introduce the generalized beta-generated (GBG) distribution which has as sub-models the classical
beta-generated, Kumaraswamy-generated and exponentiated distributions. Consider starting from an arbitrary baseline
continuous distribution function G(x), the cdf F(x) of the GBG distribution can be expressed as

a 1 e aje-1 b1
F(x) = Iy (Z’b) = B(" b) f w (1 -w)’” dw. 2)
=, 0

We follow the works of Eugene et al. (2002), Jones (2004), Cordeiro & de Castro (2011) and Alexander et al. (2011) to
define the Mc-I distribution. If we substitute the gamma cdf in (2), we obtain the Mc-I" cumulative distribution.

Here and henceforth, consider the pdf of the I'(e, 8) distribution given by

h(x; @, B) = % xexp(=Bx), x>0,
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where @ > 0 and 8 > 0 are shape and scale parameters, respectively.

Thus, the Mc-I" cumulative distribution is

b ) 1 i1 (a,Bx)¢ . | b ld 3
FMer (6 @,8,a,b,¢) = j‘ we Tl = w)*dw, 3)
Mc-r B (%’ b) N

where v (a,8x) = ﬁ ﬁ) Y 17-le~1dt is the incomplete gamma function ratio, 8 > 0 is a scale parameter and @, a,b,c > 0
are shape parameters.

The Mc-I" density function is obtained by differentiating (3). We have
c ﬂa xa—l e—,Bx

() B(%, b) yi(@ ) = yi(e, BT 4@

Mer(xa.B,a,b,¢) =
If X is a random variable with density (4), we write X ~ Mc-I'(a, 8, a, b, ¢). Two important special sub-models are the beta
gamma (B-I') distribution (when ¢ = 1), proposed by Jones (2004), and the Kumaraswamy gamma (Kw-I") distribution
(when a = 1), studied by Cordeiro & de Castro (2011). The Mc-I" density function for selected parameter values is plotted
in Figs. 1(a)-1(b).

The survival and hazard rate function of the Mc-I" distribution are

1 n@p .

SMer(a,B,a,b,c) =1 — f we (1 =w)” dw

Mc-r B(%,b) o

and

e x* e P y (e, Bx)* " [1 - yi(a, Bx) 17!
r(a) B(%’b)SMC_I‘(-x; a»ﬁ’ a3 b3 C)

[l

hMe-r(xa,B8,a,b,¢) =

respectively.

In Figs. 2(a)-2(b), we plot the hazard function for selected parameter values. This function is quite flexible and may take
different forms: constant, increasing, decreasing and bathtub.

To generate random numbers from the Mc-I'(e, 8, a, b, c) distribution, we have to solve the nonlinear equation
yi(@,pX) - U =0, (5)

where U ~ B (% b). We use the R programming language (R Development Core Team, 2008) for solving this equation.
Figs. 3(a)-3(b). present the theoretical and approximate densities for different sample sizes, n € {500,2000, 10000}. In
Fig. 3(b), we provide the histogram of the simulated data for n = 500. Clearly, the data are well-fitted by the Mc-I"
theoretical density.

2.1 Special Sub-models

The Mc-T" distribution contains as special cases several well-known distributions shown in Fig. 4. In addition to these
distributions, it contains other special cases such as: Mc-y? (& = k/2,8 = 1/2), Mc-Exp (a = 1), Kw-y*(a = k/2,8 =
1/2,a=1), Kw-Exp(a = l,a=1), Bx*(@ =k/2,8=1/2,c = 1), B-Exp(a = l,c = 1), Li-x* (@ = k/2,=1/2,b =
1), Li-Exp(e =1,b = 1), Lz-)(z (@=k/2,=1/2,a=1,c=1), L-Exp(a = 1,a = 1,¢ = 1). Here, Kw-G denotes the
family of Kumaraswamy G distributions, 8-G the family of beta G distributions, £;-G the family of Lehmann type I G
distributions and £;,-G the family of Lehmann type II G distributions.

3. Theoretical Properties
3.1 Expansions for Important Mathematical Quantities

Theorem 1. Here and henceforth, let X ~ Mc-I'(a,f,a,b,c). If s is a non-negative real number, we obtain the double
linear combination

f[ilc-r(X; a,B,a,b,¢c) = Z w&‘,)n hx;av+m+ 1+ s(a—1),8),
v,m=0
where h(x;av+m+ 1+ s(a — 1), ) is the gamma density with shape parameter av +m+ 1 + s(a — 1) and scale parameter
B

W = tny(@v+m+ 1+ s(a—-1))

viin it 1—s 00 ic+s(a=1)\(s(b-1) i ’
B =T (@)Y o ( +k )( i )(1;)(_1) kv
and the quantity t,, , is defined in Appendix A.
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The proof of this theorem is given in Appendix A.
Corollary 1. We obtain the double linear combination for the density function of X

Mer(xsa,B,a,b,¢) = Z w(vl,)n h(x;av+m+ a,p),
v,m=0
where w(vf,zl is given in Theorem 1.

Corollary 2. If Y ~ I'(av + m + a,f8), explicit expressions for the cdf, nth moment and mgf of X are given by

Fyfer(x;a,B,a,b,¢) = Z wi, yiav +m+ a,B),

v,m=0
E(X") = i w E(Y") = i Wi INav+m+a+n)
=0 o By YTy +m+ a)pr
Mx(1) = Z Wi}’)n My(t) = Z Wi}m (1 _ﬁt)—(nv+m+a),
v,m=0 v,m=0

fort < B, respectively, where w(vl,,)1 is given in Theorem 1.

3.2 Asymptotic Density and Cumulate Distribution Functions

Consider the representation in power series in Appendix B and the asymptotic results for the exponentiated gamma density
function given by Nadarajah and Kotz (2006). The following approximations for the asymptotic density and cumulate
distribution functions hold:

0o s f(ck+Damkxock
Die1 W {W , x— 0,

Merxs @, B,a,b,¢) ~ (ck+1)x*"" exp(=
s s My U &y 00 p( X)
21 Wy T(k+1) }’ X =0
and
o (Ck+1)a—ckxfwrk+l
Zk:] "V]/C { Je+ DI ()ck+! }’ X = O’
Fyjer(xs . B,a,b,¢) ~ { T {((gfﬂ)r)(a()a}) e
k=1Yr Tk J> X
where

B-1("")
(ck + DB(%,b)’

’_
Wi =

3.3 Alternative Forms for Ordinary Moments

The following discussion proposes an alternative expression for the nth ordinary moment of X. We have
B =2 f "o e By (a, BO1 1 — (@)1 (6)
[(@)B(£,b) Jo ’ ’ '

Since vy (a,Bx) < 1 and ¢ > 0, the following expansion holds

00

[1=yi(@ 0P = > D7 yite, g

i=0

Additionally, we work with an expansion for the incomplete gamma function

B (B"

I'(@) ~ (a + m)m!’

yi(@,px) = (7

56 ISSN 1927-7032  E-ISSN 1927-7040



www.ccsenet.org/ijsp International Journal of Statistics and Probability Vol. 1, No. 1; May 2012

Thus, equation (6) can be reduced to
( n) _ F( )B(a b) Z( b l jo‘ xn+afflefﬁx ,yl(a/7ﬁx)ic+a71dx

_ B ( 1) b 1 * n+a—1_,—px « N (=Bx)" et
" T(@B(, b)ZF(a)’°+”‘ )fo e {(ﬁx) Z (a+m)m!} dx.

Setting u = Bx, we have

Cﬁ n ( 1) o ) ( u)m ic+a—1
n b 1 n+a—1 a —
EX") = g o Z Fayorr (") fo u exp(—u){u 2, —(“m)m!} du.

Lauricella function of type A (Cordeiro & Nadarajah, 2011)

B Cﬁ—n ( 1)’a/ (ic+a—1)
- T(@)B(4,b) &4 T(a)yca!

3.4 Expression for the Rényi Entropy
Let Y be a random variable with density f(y; 8) and support y € D c R. The Rényi entropy is defined by

1
1 log( f VIS H)Xdy),
s b

1
Hy(¥) = —— log (E[f(:0)"']} =

where s > 0and s # 1.

From the expansion given in Theorem 1, we can write

H(X) = log[ Z w®), fo h(cav+m+1+s(@—1), ,B)dx]
v,m=0
] (o)
— (s)
I-s log(v;() vm]’

(s

where w,; ) 18 given in Theorem 1.

3.5 Expressions for the Log-moment and Shannon Entropy

Let Y be defined as in Section 3.4. The log-moment is given by

E{[logM)1"} = f@ log(y)" f(y; 6)dy.

Now, we consider Y ~ I'(a, 8) with density function A(x; @, 8). Minor manipulations yield

“ (9" (T
Efllog(1)"} = rfa){ = ( [gff))} Ellog(Y)] = ¥(@) - log(8),

where y/(+) is the digamma function.

Combining this result with Corollary 1, if Z ~ I'(av + m + a, 8), we have

E{[log(X)I"} = Z wih E(llog@)1")
v,m=0
_ Z’O: W(l) ﬁa/v+m+ar a(n) M
) " Tav+m+a) |0\ B/ jmavimba
n=1

E[log(X)] = Z W(l) {y(av + m + @) — log(B)}.

v,m=0
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In the following discussion, we derive the Shannon entropy defined by

Hs(X) = E{-log[fpjer(XO1} = f —log[ fmMc-r(O1Me-r(dx.
0
The log-likelihood function relative to one observation follows from (4) as

B

la,B,a,b,c;x) =log| ———
T(a)B(%.b)

+ (@ = Dlog(x) = Bx + (a — Dlog[yi(a,fx)] + (b — 1) log[1 — yi(a, Bx)].

It is known that the expected value of the score function vanishes, and then from E{0{(6)/da} = 0 and E{0¢(8)/0b} = O,

we obtain W(L) — (% + b)
Efloglyi(e, BX)l} = —————
and
E{log[1 — y1(a,BX)1} = ¢(b) - 'vl’(g * b)’
respectively.

Hence, the Shannon entropy of the Mc-I" distribution reduces to

Hs(X) =log {%(b)] - (a- 1)20 wib, (v +m+ a) - log(B)}
+ i W) (av+m+a)+ (“; D {x/l(%)—t//(% +b)}+(b— 1){://(b)—¢//(§ +b)}.

v,m=0

3.6 Means Deviations
The mean deviations of a random variable X with respect to the mean and the median are

00

01(X) = f lx —pl f(x)dx and 62(X) = f lx — M| f(x)dx,
0 0
respectively, where u = E(X) and M = Median(X) denotes the median. These quantities can be expressed as
51(X) = 2uF(u) ~ 21+ 2T(p) and 6:(X) = 2T(M) — p,

where F(u) is the cdf of X and T'(g) = fq “x f(x)dx.

Based on the Corollary 1, the quantity 7'(q) for the Mc-I" distribution becomes

M

T(g)=

v,m

w f x h(x;av +m+ a,B)dx
0 q

=
3
I

Ms

q
w$1,)n [1 - f x h(x;av+m+ a,,B)dx]
0

v,m=0

3
I

w.
0

NgE

v,m ﬁ

(D [1 - M yilev+m+v+ l,ﬁq)]

=
3
I

and F(x) comes from equation (3).
3.7 Bonferroni and Lorentz Curves

Bonferroni (B(-)) and Lorentz (L(-)) curves have been applied in many fields such as economics, reliability, demography,
insurance and medicine. Expressions of these measures for several important probability distributions were proposed by
Giorgi & Nadarajah (2010). For the Mc-I" distribution, these quantities are defined by

1 4 1 4
B(p) = — f X fMe-r(®dx and L(p) = — f X fMc-r(*) dx = p B(p),
PH Jo M Jo
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where g = F~'(p) = OMec-r(p) is the Mc-T" quantile function for a given probability p and 4 = E(X). The Mc-I" quantile
function can be calculated by inverting (5) and it will be studied in Section 3.8 (see also equation (8)). We obtain

1 < 1
B(p) = — Z wf,],)n (av+m+a)f xh(x;av+m+ a,B)dx
pup ’ 0

v,m=0

1 {mezo wg,i,(av+m+a/) yl(cxv+m+a,,3q)}

p

I wfl,),, (av+m+a)

3.8 Skewness and Kurtosis

We can express the Mc-I" quantile function in terms of the quantile functions of the I'(e, ) and 8 (‘;‘ b) distributions,
denoted by Qr(p) and Qg(p), respectively. Using (3), we have Ffo_(x) = L, apxe (%, b). By inverting Iy, (42 (%, b) = p,
we obtain y(a, Bx)° = Qg(p), and the Mc-I" quantile function becomes

OMe-r(P) = Or(Qs(p)'/°). (8)

There are several robust measures in the literature for location and dispersion. The median, for example, can be used for
location and the interquartile range. Both the median and the interquartile range are based on quantiles. From this fact,
Bowley (1920) proposed a coefficient of skewness based on quantiles given by

gk = 26/9+01/4 -20(1/2)
0@3/4)-001/4) ’

where Q(-) is the quantile function of a given distribution F. It can be shown that Bowley’s coefficient of skewness takes
the value zero for symmetric distributions. Additionally, its largest value is one and the lowest is -1.

Moors (1986) demonstrated that the conventional measure of kurtosis may be interpreted as a dispersion around the values
u + o and u — o. Thus, the probability mass focuses around u or on the tails of the distribution. Therefore, based on
this interpretation, Moors (1988) proposed, as an alternative to the conventional coefficient of kurtosis, a robust measure
based on octiles given by
_ (Q07/8) = O(5/8)) + (Q(3/8) — Q(1/8))

0(6/8) — Q(2/8) '
Figs. 5(a)-5(b) provide the plots of the Bowley’s skewness and Moors’s kurtosis, respectively, for the proposed distribu-
tion.

3.9 Order Statistics

KR

In the following discussion, we derive the order statistics and their vth moments. The pdf of the ith order statistic X;.,, for
i=1,2,...,n,is given by

. — A S k(=i i+k-1
fin®) = 3= ;( D) .

From equation (18) given in Appendix C, we have

o)

_ ! (i (i+k-1) ,
JinX) = Bin—i+t 1) ;(—1) ( k ){ Z W rmsys, ( ROG @s1+ 52 + @ + ahy + m, B). )

hi,ha,rm,sy,s2=0

Additionally, the vth ordinary moment of X;., is

Vo “ Ve _ 1 = _1\k(n—i “ \ i+k—1
E(X;,) = fo * fin(0dx = ,;‘( D) fo x fF™ (dx,

Hyivk-1 2 E(XVFitk-1(X)}

where the quantity u, ;.- is the probability weighted moment (PWM) of the Mc-I" distribution. From equation (9), we
obtain

v 1 . n—i
E(X;.,) = Bin—i+1) kzz(;(—l)k( X )ﬂv,Hk—l,
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where
(o]

Z (i+k=1) I'(as; + s, +a+ahy +m+v)
hihormsiss | T(as) + 52+ @ + ahy + m)BY

Mv,itk—-1 =
hi,ha,rm,s1,52=0

3.10 Expansion for the Quantile Function

Quantile functions are in widespread use in general statistics and often find representations in terms of lookup tables for
key percentiles. An extensive discussion of the use of quantile functions in mainstream statistics is given in the book by
Gilchrist (2000).

The quantile function Q(u) usually does not have closed-form expressions for several important distributions, such as the
normal, Student 7, gamma and beta distributions. As a potential solution, this function can be expressed in terms of a
power series of a transformed variable v, which takes the form v = p (qu — #)?, for p, g, t and p known constants:

00

0w =) &, (10)

i=0
where the coefficients ¢; are suitably chosen real numbers. Steinbrecher (2002) explored the solution of this equation by
standard power series methods.

According to Steinbrecher & Shaw (2008), the following two results hold:

(r1): For the gamma distribution, equation (10) is defined by v = B[I"(a + 1)u]"/* and

0, ifi=0
€ =nm; = 1, ifi=1

a, ifix1,

where

i i—s+1

1 i i
i = arayaicposi2 s =1 =5+ =MD Y. araiparlr—a - (1= a)i+2-nl)
l(CY + l) r=1 s=1 r=2

A() = 0ifi < 2and A(Y) = 1if i > 2. Here, the first coefficients are a, = 1/(a+1), a3 = Ba+5)/[2(a+1)*(@+2)],...
Hence, the power series for the gamma quantile is given by

Or(w) = Y mi[BT(a + D)) ule. (1D
i=0
(r2): For the beta quantile, the power series reduces to

00

Qs(w) = ) djule, (12)

i=0

where the transformed variable is v = [ac™! B(ac™!, b)u]",
d; = d;[ac™'B(ac™", b)]/* and d; is given by
0, ifi=0
di = 1, lfl = 1

A, ifi>2,

1 i—1
A= {162 3" A A It = aferi = )
r=2

[2+ (a/c—2)i+ (1 —a/c)]
i1 ir

== D1+ D03 A A s [ = afe) + s(afe + b= 2)(i+ 1 = r - s)]},

r=1 s=1
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0ip =1ifi=2and ¢;, = 0if i # 2. The first quantities are:

b-1

27 alc+1’

_b-1 (a/c? +3bajc—ajc+5b—4)

B 2(a/c + 1)2(ajc +2) ’

Ay = (b= Dla/c* + (6b - Da/c + (b +2)(8b — 5)a/c? + (33b* — 30b + 4)a/c
+bB1b —47) + 181/[3(a/c + 1)*(a/c + 2)(a/c + 3)], . ..

A3

Inserting equation (11) into (8), we obtain
OMc-r(P) = ) mi[BT(@ + DT [Qs(p)I*". (13)
i=0

Since 0 < Qg(p) < 1 and i/ca > 0, we have

Jea N\ i/ca\(k
(s = " <—1>k+"(’/ “’)(V)[QB(pnv.

k,v=0 k

Additionally, the beta quantile function (12) can be expressed as p/“ 2;’;0 w; piele where w = d;.+] =dj. [ac™'B(ac™!, b)]UtDera
for j =0, 1,... In this case, the first two quantities are '

wo = [ac”'Blac™",b)1’* and wy = [(b = 1)¢/(a + ¢)][ac”' Blac™", b)*/*.
Applying the previous expressions in (13) and using the power series for the beta quantile function in (12), we obtain

N i - i/ca)\(k =
OMcr(P) = ), mif T(a+ 1)’/“(—1)"*”(’/,:‘”)( )[pc/“zw,,-p”/“] .
=0

%
i,k,v=0

Eijy

Thus, using a power series raised to a positive integer v (Gradshteyn & Ryzhik, 1980, p. 17), it follows that

+a!
QMC_r(p)= Z Ei,k,v Sv,ij(Hj)a .
ik,v,j=0

where 5,0 = wg and s, ; = ( jwo)™! an _m(v+1) = jlwy sy, j-m. Notice that the coefficient s, ; can be recursively obtained
from {Svyo, ey Sv,j—l} and {Wo, ey Wj}.

Finally, setting £ = v + j, the quantile function can be rewritten as
OMec-r(p) = Z Nent,
=0

where N; = Zf}:o 25:0 EirySye—yand m = p“‘f]. The last expansion can be used as an alternative way for calculating
some mathematical quantities of the new distribution. For example, the result

00 1
B(X") = fo PO = fo 0(p)'dp

combined with a power series raised to a positive integer, leads to an alternative form for the ordinary moments

(o8] 7
Nn 4

1 (. n o 1
_ -1 _ —1_ _ ,
E(X™) = ac™! f E Nyt | 7% Ydr = ac™! E N, f A g = ac™! o
0 \r=0 = Yo =0 t+ac

where N/ = N and N, , = ((No) ™ 2, [m(n +1) = )N,y N/, ..
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4. Estimation

The parameters of the Mc-I" distribution can be estimated by the method of maximum likelihood. Let x;,---,x, be a
random sample of size n from the Mc-I'(a, 8, a, b, c¢) distribution given by (4). The log-likelihood function for the vector
of parameters 0 = (a,,a,b,c)" can be expressed as

1(6) =nlog ¢ + narlog B nlogB(g,b) —nlogT(@) + (@-1) Y logx - > xi+ (@@= 1) Y logyi(@.fx)
i=1 i=1 i=1
+(b=1) )" logll = y1(a, )’

i=1

The components of the score vector U(0) are

Al Ay (a, Bx;)]0 - ,Bx) Loy (@, Bx;)/0
Ua6) = () =nlog 3 - nl//(a)+Zlog(x,)+(a 1)2{—7;(16(”(15;;4 “}—c(b—l)Z{”(“ Bf_)%(zlgfix)/ a},
i=1 ’ ! ’ 4
619 6 N i 6 - 5 iﬁ16 5 i (9
U(6) = a(ﬁ) f;t Zx,+(a—1)z { 7;(16(2’8;)3./) ﬁ}—c(b—l)Zx,-{%(a ﬁlx_)%(;/ll(;ﬁx)/ ﬁ}’
i=1 Kt i=1 et
_AO) a9 LS |
U0 =52 ="{u(%+p) w(c)]+;10g[y1(a,ﬁx,)],
al(o) a X c
U0 = =2 =n (2 +5) - ue)| + Z] logl1 - ¥1(a. fx)°],

o) n naf (a a O [y1(@, Bx)" log yi (. Bx;)
00 = 52 =2 (5 vn) - (E)] o0 ) {reE R

These expressions depend on the quantities dy;(-)/0a and dy,(-)/dB. Now, we provide formulas for these quantities.
Using MATHEMATICA, we obtain

Oy(a,Bx)
LD ~ Mw(@) - log(Bry(a. fx) - Gy, ).

where Gg (3’(-) is a particular case of the Meijer G-function (note 2) given by

(B2 Fr({a, al; {az+ La+1};-Bx) I(@) log(8x) + T(@)(a),

30
GZSﬁ |00(1/

(0%

and ,F,(+; -; -) denotes the hypergeometric function defined by

O (@) (@) 2/
Fafar, axlitbr, ba)io) = ) ===,
2Falar, a2k b1, 52} 2) ,,-Z(;(bl)j(bz)jﬂ

where, for some parameter 1, the Pochhammer symbol () ; is defined by

o =1, Wj=pp+D--@+j=-1, j=12,...

We obtain

0y(a, 5x) = log(B0){T (@) — y(a, )} B F({a, el {a+ 1, a+ 1) —Bx).
Oa a2
Finally, we have
LD tog(poytt v pryy - EL2ARAROLLAXIETPD iy a0,
lo% I'a)a

Additionally,
(@, Bx) _ x?B* exp{—Bx}
B [(a)
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The maximum likelihood estimate (MLE) & of 6 is the solution of the system of nonlinear equations U(f) = 0. For
interval estimation and tests of hypotheses on the parameters in 6, we require the 5 X 5 unit observed information matrix
J = J(6), whose elements are given in Appendix D. Under certain regularity conditions for the likelihood function,
confidence intervals and hypothesis tests can be constructed using the fact that the asymptotic distribution of the MLE &
is Vn(@—6) ~N (0,1 (6)™1), where I(6) is the Fisher information matrix and p is the number of model parameters (Sen &
Singer, 1993). We can substitute /(6) by J (0), i.e., the observed information matrix evaluated at 6.

The multivariate normal N5(0, J(8)™!) approximated distribution can be used to obtain confidence intervals for the in-
dividual parameters. We can compute the maximum values of the unrestricted and restricted log-likelihoods to define
likelihood ratio (LR) statistics for testing some sub-models of the Mc-I distribution. We may be interested to check if the
fit using the Mc-I" distribution is statistically “superior” to a fit using the B-I', Kw-I" and I distributions for a given data
set.

5. Application

In this section, we present and compare the performance of the Mc-I" distribution and its Kw-I', 8-I" and I' sub-models
to describe a real data set from USS Halfbeak diesel engine. The data were previously studied by (Ascher, 1984, p. 75)
and (Meeker, 1998, p. 415). They represent times of unscheduled maintenance actions for the USS Halfbeak number 4
main propulsion diesel engine over 25.518 operating hours. Table 1 gives some statistical measures for these data. These
values indicate that the empirical distribution is skewed to the left and platycurtic.

In order to compare the fits of the Mc-I', 8-I', Kw-I" and I distributions, the maximum likelihood method was adopted
using the subroutine ‘NLMixed’ in the SAS software. Table 2 lists the MLEs, their standard errors, and three goodness-
of-fit statistics: AIC (Akaike Information Criterion), BIC (Bayesian Information Criterion) and CAIC (Consistent Akaike
Information Criterion). The lowest values of these statistics correspond to the Mc-I distribution. Fig. 6 shows that the
Mc-T distribution provides a closer fit to the histogram of the data than the other three sub-models.

In order to verify the importance of the Mc-I" distribution in relation to its sub-models by means of hypothesis tests, we
consider the LR statistic given by

A = 2{I(0) - I(0)} = 2(l@.B, @, b, 0) - (@, B, @, b, 0)},

where @ and @ are the MLEs of the parameter 6 under the alternative and null hypotheses, respectively. The LR statistic
can be used to verify if the fit of the Mc-I" distribution outperforms statistically those fits of their sub-models. Table 3
lists the values of the LR statistics in order to quantify the adequacy of the new distribution. The results provide evidence
that the additional parameters of the new distribution are statistically significant in these comparisons, justifying its use
for modelling positive real data sets.

6. Conclusions

We present a new five-parameter distribution, called the McDonald gamma (Mc-I') distribution, which includes as special
cases several commonly used distributions in the literature. Further, the new distribution has proved to be versatile and
analytically tractable. We provide a mathematical treatment of this distribution including analytical expressions for the
moments, moment generating function, log-moment, mean deviations, Lorentz and Bonferroni curves, order statistics,
entropy and quantile function. Additionally, maximum likelihood estimation of the model parameters was discussed and
the observed information matrix was derived.

An application to real data was performed in order to quantifying the adequacy of the Mc-I" distribution and some of its
sub-models. The results indicate that the proposed distribution outperforms its main sub-models.
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Appendix
A. Proof of Theorem 1 and Corollary 1: representation in power series for fpq..r(x)°, where s is a positive real number.
First, consider the derivation of the following expression:

s

5@, a,b,¢, ) = {y1(a, B0 [1 = y1(e, BT
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Since y{(a,Bx) < 1 and s(a — 1), ¢ > 0, we have
[1= 712010 = 3 (=D iyi(a, o1 (). (14)
i=0

Thus,
5. B,ab,c,$) = Y (=D (e, fo1 V().
i=0
The kernel of the above function can be represented as
[)/ﬂa,ﬁx)]"”““‘” ={l1-[1- Vi (a’ﬁx)]}ciﬂ(a—l)

= Z(‘l)k[l — yi(en pT(F)

k=0
= 2 DY) Y e (),
k=0 v=0

Combining this result with the power series (7), we obtain
-\ kv k(=D (cixsta-DY [ BOT [ 0 (B )
p P b= ,-;o( . ( )( 1 )( ‘ ){ I'(e) } {m:o (@+mm! |~

We consider the result concerning a power series raised to a positive integer v (Gradshteyn & Ryzhik, 1980, p. 17) given

by
0 (—ﬁ)m . v ~ o0
{ (a + m)m! ¥ } B Z by X
m=0__ _~ m=0

Am

where fy, = @™ and t,,, = m’la'z;'::l[h(v + 1) —m] ay ty_p, for m > 1. Hence,

S(a,fB,a,b,c, s) = Z (- 1)l+k+L( )(S(bil))(6i+2(a_l)){w}‘ (15)

v
ik,v,m=0 F(CL/)
Now, we provide a power series for fyc_(x)*. From equation (15), this quantity can be rewritten as

B x*exp(-Bx))"

Mer(xsa.B,a,b,c,)’ = { } 6a,B,a,b,c,s)

I*( )B(%,b)
_ i Tlav+m+ 1+ s(e — Z( 1)l+k+v s(b 1))(ci+s(a—1)) » parrmltsi=l) yavimtlts@==-1 exn(—Bx)
Voo BT () b k Tav+m+1+s(a—1))

o h(x;av+m+1+s(a—1),5)

= Z w(vsl)n hix;av+m+ 1+ s(a - 1),8),
v,m=0

where A(x; -, ) denotes the gamma density function. From this result, we have

Mer(x:a.p,a,b,c,) = Z w(l) h(x;av +m+ @, ), (16)

v,m=0
i.e., the density function of the Mc-I" distribution is a double linear combination of gamma density functions.
B. Representation for fyy._(x) and Fpy._(x) as functions of the exponentiated gamma distribution.

Applying the result (14) for s = 1 in (4), this density can be rewritten as

[y1 (e, f)]* .

B ] (Bx)*"" exp(=x)

. X k b 1
MMer(eia.B.a.b.c) = Z; ey (@)
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Setting u = Bx, we have

Me-r(u; @.p,a,b,¢c) =

- [ a—1 _
- Z [(_1)k<h;1)] B(Zﬁb)} z lf(xcf))( Lt) [fyl (CK, u)]ck+a—1

k=1 | PG

o0 . [ CIB u(l—l eXp(— ) e
= ; [(—l)k(bkl)] _(ckT),B(%,b) (ck + a)r(—a/)u[yl(a’ W] kta—1

heg(u;a,ck+a)

= Z [(—l)k(bzl)] m] heg(u; a, ck + a),

w, 'k

where hgg(x; k1, k) is given by

-1 _ ka—1
hEG(x; kl,kz) = k2Xk exp( x) {y(kl,x)} ’

I'(kp) I'(k1)

which is the exponentiated standard gamma density with parameters &, k; > O (termed here by EG(k, k;)) (Nadarajah &

Kotz, 2006). In this case, its cdf can be expressed as
Fyer(t @, 8,a,b,0) = > w), Heg s ,ck +a) = " w) [y1(a, fu)] .
k=0 k=0

C. A linear combination for the quantity fpq._ r(X)F Mc_r(x)”, where v is a positive integer number.

From equations (16) and (17), we can write

frtexr () Fper(0" = [¥i(e. pu)]” Z wil o h(xas + 52+ a,ﬂ)] {Z Wi [%(a,ﬁu)]”"} :

§1,82=! 0 k=0

Since v, is a positive integer number, we obtain

s

IMe-r®FMer ()" :{ Z WFYII?uYZ hxas + s+ O[’IB)]{

51,52=0

Sk, [y1(a, Bu)] &+ } ,

o~
Il

0

where s, = w)" and s, = WK TE vy — k= W/ si_iy, fork > 1.

Now, following similar arguments of the result (15), we have

] , t ahy+m pah,
e ot = Sy ("‘”’”){—’hzx : }

hy hy
hy,hy,m=0 r(()/)
Thus,
v
IMe-r®DFMer(0)" =
i ’ " s ﬁahz
- m,h:
= DL Sl D)) {W} X sy + 5 + @, )
)2
hsha deim,s1,52=0 r(‘”l+52+<'*‘i"‘2+f'")h(x'as +s2+a+ahy+m,f3)
B2 (s 15y +a) T2 27
(]
_ (v1) .
= Z Whlhakmsly h(x;as) + s + a + ahy + m,3),
h],hz,k,m,sl,sz—o
where
1) =g (1) (- 1)/1|+h2( )(ck+av1) Ly [(as) + 52+ a + ahy +m)
hy,ho km,sy sy kv W S1,52 I ﬁmF(asl PR a)F(a')hz
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D. Information Matrix.

The elements of the observed information matrix J(6) for the parameters (a, 8, a, b, ¢) are:

Joo ==/ @+ @=1) Y Yoar(x) = c(b = 1) D" Yaar (x3),
i=1 i=1
Top =5+ @=1) 3 5o () = eb = 1) 3 i Yol
i=1 i=1

Joa = zn] Yaa(Xi),
i=1

Jab == ¢ ) yanlx0),
i=1

n n
Joe==(b=1) [Z Vo) + Zyw(xi)} g =
i=1 i=1

Jﬂu = Z Xi yﬂu(xi)»
i=1
n

Jgp =~ CZ Xi ypp(Xi),

i=1

Jge==(b-1) [Z Xi ypu(x;) + ¢ Z Xi yﬁc2(xi)}’

i=1 i=1

eale(en)-v ()

o (2),
(2ol (D)ol o)

T =n|w (24 0)-w),

n

Jac ==
CZ

n
na ,(a
Jpe = — glﬁ (E + b) - ;ch(xi),

2

oS +0)=u(E)|+ S5 | (& +8)-w (5)] - - PR

where the quantities Yoo1(X:), Yaa2(Xi), Yap1(X1)s Yap2(X1)s Yaa(Xi)s Yab(Xi)s Yac(Xi)s Yo51(Xi)s Yag2(Xi)s YBa(Xi)s Ypp(Xi)s Ype(Xi)s
Ype(x;) and y..(x;) are given in Appendix E.

n 2na

Je=— =+
cc Cz c3

E. Auxiliary terms for the observed information matrix.

yi(@, Bxi{d’ [yi (@, Bx)] [0’} = {3y (@, Bxi)] /da)?

Yaal (Xi) = 1@ f)? ,
[y )\ yi(e. fx) e = D) + yi(@ ) D] P lyi(en fx)] [yi(enfx) ™! = yi(e fx)* 7]
oo = { LG [T~ 716 P M -y@pF
Vo (1) = Y1(a, Bx){0 [y (@, Bx)]/0adB) — (3ly: (@, Bx)]/da}(dly: (a’ﬁxi)]/aﬁ}’
yi(a, Bxi)?
- lyr(a, Bx)] dlyi(a, Bxi)] [yi (@, Bx) > (c = 1) + yi(e, fx)* V] N O Ly1(@,Bx)] [yi (@, fx) ™" = yi(a, Bx)* ']
l da B [1 - yi(a,Bx)T? daop [1 = yi(a,Bx)]? ’
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Yoa(Xi) = Otyi(@.pxi))/ O
Y1, Bx;)
Yooy = LB O (@, i)l )
1 =yi(a, Bri)
oo = 11(@B) logly (@ )Ny (. fxi)) D)
o [1 - yi(a.Bxi)P ’
Va1 () = y1(@, Bx)2[y1 (. Bx)]/9B%) — {01y1 (e, Bxi)] /OB
l yi(a@,Bx;)? ’
Ygpa(x) = {6[71(a,ﬁxi)] }2 [y1(a, Bx) 2 (c = 1) + v (a, Bx;) > D] . 8y (@, Bx)] [y (@, B~ — i1 (a, Bxoy ]
i B [1-yi(a,Bx)T? ap? [T = 7:(@Bx) P ,
Ypalxi) = ly1(a, Bx)1 /0B
yi(e@, Bx;)
() = 21(@BR) 00y @ Bx) 1 /3B)
1 = yi(a, Bxi)
Vael) = y1(a, Bx) " loglyi (@, Bx) {01 (e, Bx:)]/ OB}
[1 = yi(@,Bx)]? ’
Voe(x;) = V(@) IOg[Vl(O"ﬁxi)]’
1 —yi(a, Bxi)*
ey = 21 loglyi ()
[1 = yi(aBx)T?
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Table 1. Descriptive statistics for diesel engine data from the USS Halfbeak

Mean Median Std. Desv. Variance Skewness Kurtosis Min

Max

19.3997 21.4610 5.8165 33.8322

-1.5104 4.3305 1.3820 25.5180

Table 2. MLEs and Goodness-of-fit measures

Mc-I' 99.8654 2.0299 0.0421

Kw-I' 6.3844

) Estimates Goodness-of-fit
§ (standard errors) measures
@ B a b T  AIC BIC CAIC

(0.2942) (0.0221) (0.0058)

200.0400 0.2796
(60.1782) (0.0135)

444.7 456.1 445.7

0.1996 1
(0.9922) (0.0404) x

2.4034 0.0013
(0.0011) (0.0000)

486.4 503.5 495.0

B-I' 46.4007 3.4952 0.1536 0.0851 1
(0.0311) (0.0017) (0.0253)  (0.0115) 496.8 505.9 4974
I 58339 0.3007 1 1 1
0.9525) (0.0513)  x y y 4929 497.4 493.0
Table 3. LR tests under Mc-I" parameters based on real data
Model Hypotheses Statistic A p-value
Mc-I" vs Kw-T' Hy:a=1vsHi:a#1 51.7 <0.0001
Mc-T" vs B-I' Hy:c=1vsH;:c#1 54.1 <0.0001
Mc-T'vs T Hy:a=b=c=1vs H :not Hy 54.2 <0.0001
i 1
- Me-T0.5, 1.5, 4.5, 0.5, 2.5) —  Me-I50, 1.0,0.5, 5.0, 1.0)
Me-T71.5.1.5,3.5. 1.5, 2.5) 2 | — MeI{60, 1.0, 1.5 5.0, 1.5)
Me-TI72.5, 1.5.2.5, 2.5, 2.5) = Me-I{7.0, 1.0, 2.5, 5.0, 2.5)
Me-I73.0, 1.5, 1.5, 3.5, 2.5) 4 Me-I{10.0, 1.0, 3.5, 5.0,3.5)
= Me-T(3.5,1.5,0.5,4.5,2.5) Me-T{(20.0, 1.0,4.5,5.0.4.5)
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Figure 1. The Mc-I" density function for some parameter values
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Figure 2. Plots of the Mc-I" hazard function for some parameter values
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Figure 3. Approximate density (a) and histogram (b) of the values generated from the theoretical density
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Figure 4. Relationships of the Mc-I" sub-models
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Figure 5. Skewness and kurtosis of the Mc-I distribution for different values of ¢ : (a) For @ = 1.0 and 8 = 10
(skewness), (b) For @ = 0.2 and 8 = 10 (kurtosis)
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Figure 6. Estimated densities of the Mc-I', Kw-I', 8-I" and I models for USS Halfbeak diesel engine data

Notes
Note 1. This author also is a doctoral student at the Federal University of Pernambuco.

Note 2. This result can be obtained in Wolfram Alpha website http://www.wolframalpha.com/
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