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Abstract
This study seeks to ascertain and document the extent to which investment in IT by banks in Ghana can impact on their profitability using the Balanced Scorecard (BSC) framework. The study uses the extensive panel dataset of 15 banks sampled from the Ghanaian banking industry over a 10-year period (1998-2007. The study finds that banks which maintain high levels of investments in IT increased return on assets (ROA) and return on equity (ROE).
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1. Introduction
According to Levitt (1992), technology presents itself as a powerful force that drives the world towards a converging commonality. From the beginning of human era, technology has been one of the most essential and most important factors for the development of mankind (Coombs et al., 1987). Innovations in information processing, telecommunications, and related technologies – known collectively as “Information Technology” (IT) or sometimes Information Communication Technologies (ICTs) – is defined by Ige (1995) as the modern handling of information by electronic means, which involves its access, storage, processing, transportation or transfer and delivery. Langdon and Langdon, (2006) also define IT as a set of interrelated components that collect (or remove), process, store and distribute information to support decision making, co-ordination and control. IT also helps managers and workers to analyse problems, visualize complex subjects and create new products.

IT including computer based information systems used by an organisation and their underlying technologies have propelled changes in the banking sector (Langdon and Langdon, 2006). Technological innovation for that matter affects not just banking and financial services, but also the direction of an economy and its capacity for continual and sustainable growth. Most banking industry and development analysts assert that technological change is one of the important factors underlying the dynamics in the banking industry structure and performance today which leads to cost competitiveness and diversification into new lines of business to improve profitability, through strategic positioning and processes.

In order to either sustain or enhance on their competitive advantage in an ostensibly growing industry, banking institutions invest fortune or substantial amounts in IT resources, which could also reveal new means of creating value for both the bank and the customer. However, expenditures that affect banks’ ability to compete are usually discretionary. These expenditures are made to sustain or increase shareholder value through (1) a revenue growth strategy by expanding into new markets, new customers, products and services and (2) a productivity strategy whereby improvements are made in the cost structure and in asset utilization. Technology is being increasingly employed in service organisations to enhance customer service quality and delivery, reduce costs, and standardise core service offerings (Kelly, 1989; Dannenberg and Kellner, 1998; Lee and Lin, 2005; Bauer et al., 2005; Gounaris
et al., 2005). These tend to increase the profitability of banks marginally. The craze in the adoption of technologies like Internet, SMS, and ATM by banks of developing economies has been as a result of the desire to be above competition and the struggle for strategic market share, as the “cake is big, but the slices are smaller” as well as a means to manage their risk positions and pricing. At the same time, new off-the-shelf electronic services such as online retail banking are making it possible for very small institutions to take advantage of new technologies at quite reasonable costs. These developments have ultimately changed the competitive landscape in the financial services and also made it easier for foreign competitors to penetrate local markets.

Studies about impact of IT investments on banks’ business value and performance have received massive attention in Europe, the Americas and Asia with mixed results. Nevertheless, the focus on Africa and West Africa, for that matter, tends to be parsimonious in comparison with the theoretical and empirical evidences from the developed economies. Whether the level of investment done in IT actually brings real benefits to the banks, is still a matter of debate in academic circles. Researchers and practitioners have agreed to the fact that traditional analysis – focused only on financial or technological aspects – is not complete. Different alternative methods have been suggested to complement evaluation of IT investment.

This paper contributes to the existing literature, by providing empirical evidence regarding the effects of IT investments on Bank business performance in Ghana. We believe our understanding of this subject as one of the early attempts to pave the way for further investigations by both industry and academia is apposite and would enable researchers, investors, management and IT managers to be able to deal with and justify the resources spent on technology, as well as plan, implement and evaluate IT strategies.

The remainder of the paper is structured as follows; section 2 reviews some of the literature on the topic. Section 3 describes the methodology of the study. Section 4 shows the results, whilst section 5 gives a summary and conclusions of the study.

2. Literature Review

2.1 Clash of Expectations - Productivity Paradox of I.T

Productivity is the fundamental measure of a technology’s contribution, which creates room for competitive advantage. While major success stories exist, so do equally impressive failures (see Kemerer and Sosa, 1991; Schneider, 1987). Since the beginnings of the computing era (Kaufman, 1966), people have suggested that the implementation of computing technologies would have a series of positive effects (McLean and Soden, 1977; McFarlen, 1984; Porter and Millar, 1985; Parsons, 1983; Cash and Konsynski, 1986). These authors, according to Bruque et al (2002), claimed that IT could play a strategic role: by affecting the conditions in which products are supplied and produced, the market structure itself or economies of production. From the strategic point of view, IT could affect every one of Porter’s competitive strategies (1980), whether cost leadership, differentiation or specialization in a market niche (Bruque et al, 2002).

The perception, which drew attention to the zero, or even negative productivity increases of the work factor of firms that used information technology intensively (Solow, 1987), clashed with the techno-enthusiasm that was dominant in the eighties (Parsons, 1983; McFarlen, 1984). This was evident in two authors with differing approaches (Strassmann, 1990 and Brynjolfsson, 1993), who affirmed that the decrease in productivity of the work factor coincided with the period in which the companies invested enormous sums in equipment and computing systems (Strassmann, 1997, p.1). Thus, the Productivity Paradox phrase came into being when large investments in Information Technology (IT) apparently failed to produce the much-expected significant increases in productivity in the 1980s and early 1990s and the early acclaimed positive effects on two levels.

The first is at the industry or economy-wide level. Nobel Prize winning economist, Robert Solow, who wrote, “We see the computer age everywhere except in the productivity statistics,” as quoted by Brynjolfsson and Hitt (1998), summed this up in 1987. The second productivity paradox was observed at the company level, where “there was no correlation whatsoever between expenditures for information technologies and any known measure of profitability” (Strassmann, 1990).

Many connoisseurs of early studies examined the correlation between IT spending ratios and various performance measurements, such as profits or stock returns (Dos Santos, Peffers and Mauer, 1993; Strassmann, 1997). Since the correlation was either zero or very low, some concluded that computer investments have been unproductive. However, spending more on computers should generate higher profitability or stock market returns (Lim, Richardson and Robert, 2004). Zero correlation could be interpreted as indicating ‘normal’ ratios to investments in IT (Brynjolfsson and Hitt, 1998).

Over the past decades, both the academia and industry have periodically revisited the so-called “productivity paradox” of Information Technology. Despite the enormous promise of IT to effect “the biggest technological
revolution men have known” (Snow, 1996), disillusionment and even frustration with the technology are evident in statements like, “No, computers do not boost productivity, at least not most of the time” (Economist, 1990) and headlines like, “Computer Data Overload Limits Productivity gains” (Zachary, 1991).

Interest in the ‘productivity paradox’ has generated a significant amount of research. Although extensive researches have been conducted on the subject, there is little evidence that information technology significantly increased productivity in the 1970s and 1980s (Brynjolfsson and Yang, 1996). The results were aptly characterized as “you can see the computer age everywhere, but not in the productivity statistics” (Solow, 1987) and Bakos and Kremer (1992) concludes that “these studies have fuelled a controversial debate, primarily because they have failed to document substantial productivity improvements attributable to Information Technology investments”.

When Brynjolfsson and Hitt (1993, 1995) and Lichtenberg (1995) among others found firm-level evidence that IT investments earned substantial returns, the media pendulum swung in the opposite direction. Both Mandel (1994) and Magnet (1994) in the BusinessWeek and Fortune media respectively, proclaimed “productivity surge” due to “information technology” and “technology payoff.”

Apparently, some believe that this productivity paradox came about because of measurement issues, research methods and datasets. The appropriateness of research methodologies used, the reliability and validity of datasets and the measurement of IT investment research benefits, have been questioned by many researchers including Brynjolfsson (1993). The equivocal results of IT investments, in many cases, are caused by the inconsistency in IT firm performance measurement issues (Willcocks and Lester, 1999).

A study by Crowston and Treacy (1986), on ‘impact of IT on enterprise level performance’, concluded that attempts to measure the impact of IT were surprisingly unsuccessful and attributed this to the lack of defined variables, which in turn stems from inadequate reference disciplines and methodologies.

Lim et al (2004) asserted that three possible analyses best explain the inconsistencies and swings in research results and the publications of the effects of IT investments on firm performance. First, the nature of the IT expenditures studied by researchers has changed over time. Rai et al (1997) noted that there has been no uniform conceptualisation of IT investments or identification of appropriate performance measures. Second, the nature of economic environment and regulations has changed over time. Third, when new IT is being introduced; early payoffs may not be representative of the long-term value of IT, due to a period of learning or adjustment, and the restructuring of the organisational environment.

IT studies have been characterised by mis-measurement of variety of dependent variables and lags. Agreeably, all of these issues leave the question of effects of IT investments on firm performance open (Lim et al, 2004).

2.2 Empirical Evidence of I.T Productivity & Performance

Various works support the sustained evolution towards positions, which are more optimistic about the impact of IT (Hitt and Brynjolfsson, 1995, 1996; Brynjolfsson and Hitt, 1996; Brynjolfsson, Hitt and Yang, 2000; Brynjolfsson and Hitt, 2001). The 1996 researches, involving Hitt and Brynjolfsson, admitted that investment in IT were associated with an increase in productivity of workers who work with information and, additionally, they claim that investments in computing generates greater levels of productivity than any other type of investments, despite the short life-span of this type of tool (Brynjolfsson and Hitt, 1996, p.49-50). However, the researchers maintain that the results obtained did not imply that investing in IT guarantees net productivity gains, but that other factors may influence the relation (Bruque et al, 2002).

Evidence showed off a relation between investment in IT and an improvement in global business performance, and not only productivity of work factor (Brynjolfsson, Hitt and Yang, 2000; Brynjolfsson and Hitt, 2001). Using a global result indicator, Tobin’s Q ratio, based on the firm’s value in the stock market, they concluded that those firms, which invested more in IT in the period 1987-1994, achieved superior results. More so, the correlation was stronger when the firm, along with the investment in IT which underwent a structural re-organisation involving interdisciplinary workgroups, increases in independent decision-making and support for employees’ training.

2.2.1 I.T and Long-Run Firm Performance

Investments in IT systems may not have an immediate impact or add value to a firm and are, therefore, more likely to be reflected in future profit streams. Studies show that executives, who make IT investment decisions, are increasingly beginning to focus on factors such as risk avoidance, growth potential, and strategic flexibility in evaluating IT projects (Quinn and Baily 1994). Returns or real benefits of IT may not show up in the accounting ratios, but rather provide some level of real gains to customers of such firms, as well as the company itself, through avoidance of potential losses (Bharadwaj, et al, 1999).
2.3 Security and IT Investments

Computer security is important to all businesses particularly so for the banks (Checkley 1994). According to O’Leary et al (1989), two issues come to mind when banks talk about security. They are privacy and security, controlling who gets access to the bank’s computer system and its programmes, and what time to access it. They explain privacy as being primarily a personal concern; it is the assurance from the bank to individual banking customer that personal information will be used properly; is accurate and is protected against improper access.

Computer crime - the use of computers to steal money, goods, information or computer time and piracy as well as stealing or unauthorised copying of programmes or software can be very expensive to a bank. These crimes have been on the ascendancy in the last decade. Currently in Ghana, computer-based fraud (originally known locally as ‘sakawa’) is on the ascendancy with the internet and other forms of technology, being tools employed to exploit people. Though only fewer cases may exist, the banking system has not been spared.

3. Methodology

The study uses financial statements data of 15 banks in Ghana for a 10-year period (1998-2007). The reason for the choice of 10 years is due to ease of access to data. This study uses Panel methodology because of the nature of the data collected.

3.1 Conceptual Framework

The conceptual framework employed in the study is the Balanced Score Card (BSC) approach (Kaplan and Norton, 1992) and (Kim and Davidson, 2004) to measure the effects of IT investments on banks’ business performance. The Balanced Score Card (BSC) framework is applied to four sets of measures that are designed to capture banks strategies as far as IT investments are concerned. Due to mixed results on IT investments and firm performance, the BSC framework provides a useful framework in measuring the economic consequences of strategic use of IT, because the BSC provides a specification of strategic objectives and appropriate performance measures such as a firm’s (1) learning and growth activities (2) internal business processes (3) customer value and (4) financial performance (Kim and Davidson, 2004).

3.2 Analytical framework

We analyse the relationship within the framework, that investments in Information Technology (IT) influence firm performance, i.e. IT has a positive effect on performance. In order to avoid any interference by other variables, this research includes control variables which are firm characteristics drawn from extant literature. To avoid the impact caused by other variables that are absent from the models used in this research, this study refers to prior research of Kim and Davidson (2004).

We investigate the relationship between investment in IT and bank performance by using two equations based on return on assets (ROA) and return on equity (ROE).

The following hypothesis is thus constructed in line with the objective of the study.

H1: Banks with high IT investment levels have greater positive impact on profitability (ROA and ROE) than those with low IT level.

Equation 1

$$ROA_t = \lambda_0 + \lambda_1 Bran + \lambda_2 Growth + \lambda_3 LNIR + \lambda_4 LNE + \lambda_5 LITEXP + \lambda_6 LITNDX + \epsilon_t$$

ROA<sub>t</sub> = Return on Assets (ROA) of bank i at the end of fiscal year t.

Bran<sub>t</sub> = Total number of branches of bank i at the end of year t.

Growth<sub>t</sub> = Growth in Net-Interest income of bank i at the end of year t.

LNIR<sub>t</sub> = the natural log of Non-Interest Revenue of the bank i at the end of fiscal year t.

LNE<sub>t</sub> = the natural log of Non-Interest Expenses of bank i at the end of fiscal year t.

LITEXP<sub>t</sub> = the natural log of IT investment of bank i at the end of fiscal year t.

LITNDX<sub>t</sub> = the natural log of the interactive dummy variable between ITEXP and IT level (i.e., NDX-an index variable where high IT level Banks equal 1 and low IT level firms is 0).

Return on Assets as a profitability measure, notated as ROA<sub>t</sub> in equation (1) is calculated as the ratio of profit after tax divided by total assets of each bank. The NIR, NIE and Growth are control variables since ROA of each bank is affected by them. The sign of $\lambda_4$ is expected to be positive and statistically significant. The signs of $\lambda_1, \lambda_2$ are expected to be positive and statistically significant. However, the sign $\lambda_3$ is expected to be negative and also significant. The key components of this regression are $\lambda_4$, the estimated coefficient of IT expenditure, $\lambda_5$, the
estimated coefficient of the interactive dummy variables between $ITEXP_i$ and IT level. These estimates coefficients provides evidence on whether the banks that spend more on IT (i.e. high IT level firms) have a greater impact on the financial performance.

**Equation 2**

$$\text{ROE}_i = \delta_0 + \delta_1 \text{ROA}_i + \delta_2 \text{Growth}_i + \delta_3 \text{LNIR}_i + \delta_4 \text{LNIE}_i + \delta_5 \text{LITEXP}_i + \delta_6 \text{LITNDX}_i + \epsilon_i \ldots \ldots(2)$$

Where,

$\text{ROE}_i = \text{Return on Equity (ROE) of bank i at the end of fiscal year t.}$

$\text{ROA}_i = \text{Return on Assets (ROA) of bank i at the end of fiscal year t.}$

Notations for other variables are the same as shown in equation (1).

Return on Equity as another profitability measure, noted as ROE in equation (2) is calculated as the profit after tax divided by Equity, which is represented by shareholders fund of each bank. The NIR, NIE and Growth are control variables since ROE of each bank is affected by them. The signs of $\delta_0, \delta_1, \delta_2, \text{ and } \delta_3$ are expected to be positive and statistically significant. However, the sign $\delta_4$ is expected to be negative and also significant. The key components of this regression are $\delta_5$, the estimated coefficient of IT expenditure, $\delta_6$, the estimated coefficient of the interactive dummy variables between $ITEXP_i$ and IT level. These estimated coefficients provide evidence on whether the banks that spend more on IT (i.e. high IT level firms) have a greater impact on the financial performance.

### 3.3 Key Variable

Key independent variable in this study, IT investments ($ITEXP$) was collected from every bank as it is not publically available for all the banks. In the instance where data was not available, figures reported in financial statements as investment on computers was used as a proxy for IT investments. IT level is calculated as the average of IT investments / expenditures of all banks for the sample years 1998-2007. An Index variable (NDX) for IT level is assigned to all banks. The number 1 is assigned to firms exceeding the mean of all firms’ IT expenditures (High IT firms) and 0 for others (Low IT firms). Thus an interactive dummy variable, ITNDX $i$, is calculated by IT expenditures ($ITEXP_i$) multiplied by the index variable (NDX) for IT level. The study used t-statistics to compare the labour productivity ratio between two groups (high IT level banks versus low IT level banks).

### 4. Empirical Results

#### 4.1 Descriptive Statistics

Table 1 shows the descriptive statistics of variables and one-sample statistics of the study. The descriptive statistics include mean, standard deviation, minimum and maximum. The one-sample test at 5% (two-tail test) significant level indicates that all the variables used in this study are significant. (See Table 1 below)

#### 4.2 Empirical Analyses and Results of IT Level of Respondent Banks

The Independent-Samples T-Test procedure was used to compare and test for difference of means for major performance variables between the two groups of high IT investing banks and low IT investing banks. As shown in table 2, the mean of ($LITEXP_i$ and $LITNDX_i$) is greater for high IT level banks than for low IT level Banks, supporting the findings of Kim and Davidson (2004). To test the robustness of the results in table 2, the Mann-Whitney U statistics, and the Wald-Wolfowitz Test, both non-parametric tests were conducted and the significance results were similar to the results of the independent sample T-test statistics.

Further, table 2 shows that the means of all the variables, except equity ratio (EQTR) is greater for high IT level banks than for low IT level banks. Of these variables, only GROWTH and EQTR are not statistically significant at 90%, 95% and 99% with t-values of 0.138 and -0.145 respectively. The rest are statistically significant and greater for high IT level banks than for low IT level banks. Since exogenous factors, which may affect these variables can’t be controlled in t-test, the t-test results must be cautiously analysed and interpreted. Thus the employment of the regression approach to test whether the effects of IT investments on cost structure, market share, operation profits and profitability ratios is different depending on the levels of IT investment.

#### 4.3 Empirical Panel Regression Results

#### 4.3.1 Unit Root Test

A crucial property of any economic variable influencing the behaviour of statistics in econometric models is the extent to which that variable is stationary. Testing for unit roots in time series is now common practice among applied researchers. However, testing for panel unit roots is quite recent and many researches and thesis applying panel data still disregard this crucial step. Panel unit root tests are similar but not identical to unit root tests carried out on individual time series.
out in time series analysis. The presence of a unit root is strong confirmation that the series is non-stationary. A very small p-value for the test statistic in all the processes mentioned above, assures us that a panel is stationary so OLS and GLS models if employed are unbiased and efficient. We therefore computed the summary panel unit root test, using individual fixed effects and linear trends as regressors, and automatic lag difference term and bandwidth selection. The summary test was used in order to ascertain the stationarity by both the common root and individual root methods. The results for the panel unit root test are presented in table 3 for all variables.

The results indicate the absence of a unit root, as the LLC, Breitung, IPS, and both Fisher tests fail to accept the null of a unit root with statistics of -11.592, -11.925, -15.054, 308.549 and 357.530 respectively. Therefore OLS or GLS regressions if employed would be unbiased and efficient irrespective of the results of other models if employed.

4.3.2 Profitability: Returns on Assets (ROA) and Return on Equity (ROE)

The results of the regression equations (1) and (2) to test the Relationship between IT expenditure and bank performance is shown as table 4.

4.3.3 Return on Assets (ROA)

The estimated coefficients growth and Lnir ( λ₂ and λ₃ ) are positive as expected and statistically significant. Obviously increases in interest margin and non-interest revenues would lead to significant increases in net profit, thereby increasing ROA. As expected, the coefficient λ₃ is negative as non-interest expenses (NIE) tends to lower profits of banks and as such, lowers ROA. Therefore it would be expected that for ROA to increase considerably, then NIE should be kept at the barest minimum.

The estimated coefficient of λ₅ is negative. This is an indication that IT expenditures of all the banks under this study do not increase ROA, but rather decreases it significantly. This may be due to the fact that, investment in IT increases expense, as well as increasing assets and reduces operating profits, therefore reducing return on assets (ROA). The same can be said of the coefficient λ₅ as expansion in branches increases assets and due to competition in the industry, profits may be declining.

The estimated coefficient λ₆ is positive and statistically significant. Therefore, the effects of IT investments on increasing profitability (ROA) for high IT banks is significantly greater than that of low IT level banks. Therefore we fail to reject to the hypothesis that IT investments for high IT level banks has a positive impact on ROA.

4.3.4. Returns on Equity (ROE)

The interest margin (lmgn) is positive and statistically insignificant as expected since increases in margin tend to increase net profit and holding other things constant, ROE is expected to increase. As expected the coefficient of δ₄ is negative as non-interest expenses tend to lower profits of banks and as such, lowers ROE all things being equal. Therefore it would be expected that for ROE to increase considerably, then LNIE must be kept in the barest minimum.

The estimated coefficient of δ₅ is negative as has been the case with all the previous equations. This is an indication that IT expenditures of all the banks under study do not increase ROE, but rather decreases it significantly. However the estimated coefficient δ₆ is positive, though not statistically significant. This therefore means that IT investments for high IT level banks has a positive impact on ROE than that of low IT level banks.

5. Summary and Conclusions

5.1 Summary

The objective of this study is to ascertain whether IT investments are positively related to financial performance of banks using an enhanced Balanced Scored Card (BSC) approach proposed by Kaplan and Norton (1992, 2001a, 2001b) and applied in the work of Davidson and Kim (2004). The proposed (i.e. modified for IT strategy) BSC framework attempts to track the key strategic role of IT suggested by previous studies and the links to performance measures.

This study covering 15 banks over a 10-year period (1998-2007) employed panel data regressions. The study finds that investments in IT tend to increase profitability (ROA & ROE) for high IT level banks than for lower IT level banks. However the entire industry is not able to increase their profitability through the investments in IT. This may be due to the fact that generally the industry is becoming keenly competitive and returns are thus declining and without the investment in IT, banks would be worse off.

5.2 Conclusions & Managerial Implications

The study shows that though High IT level banks have the tendencies to use IT investments to increase profitability
in terms of ROA and ROE (financial perspective), the same can’t be said of the entire industry. This is because of the negative results that the entire banks under this study exhibited in terms of the impact of IT investments on bank financial performance. This means that the strategic employment of IT would probably have the desired effect in the long-run than in the short-run as the study covered only 10-years observation.
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Table 1. Descriptive Statistics of variables & One-Sample Statistics

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Min</th>
<th>Max</th>
<th>Df = 149 N = 150</th>
<th>One-Sample Test (Test Value = 0)</th>
<th>95% Confidence Interval of the Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOPREX</td>
<td>5.963</td>
<td>2.271</td>
<td>0.000</td>
<td>7.999</td>
<td>32.156</td>
<td>.000</td>
<td>5.597 - 6.3299</td>
</tr>
<tr>
<td>MSD</td>
<td>6.205</td>
<td>6.708</td>
<td>0.000</td>
<td>23.499</td>
<td>11.330</td>
<td>.000</td>
<td>5.123 - 7.287</td>
</tr>
<tr>
<td>MSL</td>
<td>6.179</td>
<td>7.007</td>
<td>0.000</td>
<td>34.169</td>
<td>10.800</td>
<td>.000</td>
<td>5.048 - 7.309</td>
</tr>
<tr>
<td>LOPR</td>
<td>5.581</td>
<td>2.486</td>
<td>0.000</td>
<td>8.153</td>
<td>27.493</td>
<td>.000</td>
<td>5.179 - 5.982</td>
</tr>
<tr>
<td>ROE</td>
<td>2.579</td>
<td>2.891</td>
<td>-151.800</td>
<td>117.000</td>
<td>10.923</td>
<td>.000</td>
<td>21.121 - 30.450</td>
</tr>
<tr>
<td>ROA</td>
<td>2.817</td>
<td>4.201</td>
<td>-34.200</td>
<td>10.120</td>
<td>8.211</td>
<td>.000</td>
<td>2.138 - 3.494</td>
</tr>
<tr>
<td>LBPR</td>
<td>1.233</td>
<td>0.619</td>
<td>0.000</td>
<td>5.084</td>
<td>24.395</td>
<td>.000</td>
<td>1.133 - 1.333</td>
</tr>
<tr>
<td>LITEXP</td>
<td>4.889</td>
<td>1.911</td>
<td>0.000</td>
<td>6.988</td>
<td>31.341</td>
<td>.000</td>
<td>4.581 - 5.197</td>
</tr>
<tr>
<td>LITNDX</td>
<td>2.004</td>
<td>2.854</td>
<td>0.000</td>
<td>6.988</td>
<td>8.598</td>
<td>.000</td>
<td>1.543 - 2.464</td>
</tr>
<tr>
<td>LMGN</td>
<td>5.978</td>
<td>2.361</td>
<td>0.000</td>
<td>7.953</td>
<td>31.008</td>
<td>.000</td>
<td>5.597 - 6.359</td>
</tr>
<tr>
<td>EQTR</td>
<td>42.367</td>
<td>90.343</td>
<td>-45.246</td>
<td>997.295</td>
<td>5.743</td>
<td>.000</td>
<td>27.791 - 56.942</td>
</tr>
<tr>
<td>BRAN</td>
<td>20.52</td>
<td>33.174</td>
<td>0</td>
<td>136</td>
<td>7.591</td>
<td>.000</td>
<td>15.170 - 25.870</td>
</tr>
<tr>
<td>GROWTH</td>
<td>33.996</td>
<td>46.051</td>
<td>-173.462</td>
<td>195.628</td>
<td>9.041</td>
<td>.000</td>
<td>26.566 - 41.426</td>
</tr>
<tr>
<td>LNR</td>
<td>5.846</td>
<td>2.241</td>
<td>0.000</td>
<td>7.762</td>
<td>31.942</td>
<td>.000</td>
<td>5.484 - 6.207</td>
</tr>
<tr>
<td>LNIE</td>
<td>5.303</td>
<td>2.171</td>
<td>0.000</td>
<td>7.301</td>
<td>29.919</td>
<td>.000</td>
<td>4.952 - 5.653</td>
</tr>
</tbody>
</table>

Source: Author’s computation

1. Variable names are in the body of the study
2. Std Dev = Standard Deviation N= The number of sample observations df= degree of freedom
3. ROA, ROE, EQTR, Growth, MSD, MSL and LBPR = percent and ratios per bank
4. The monetary unit for LOPREX, LOPR, ITEXP, ITNDX, ITDPX, LMGN, LNIR, LNIE variables is Ghanaian cedis which are logged because of the large figures

Table 1 shows the descriptive statistics of variables and one-sample statistics used in assessing the effects of I.T investments on banks’ business performance.
Table 2. Summary of Independent-Samples Test on IT Level (1998-2007 Pooled Data)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Levene's Test for Equality of Variances</th>
<th>t-value</th>
<th>Sig. (2-tailed)</th>
<th>High IT-Level Banks (N:50)</th>
<th>Low IT-Level Banks (N:100)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>Sig.</td>
<td>Mean</td>
<td>Std. Dev</td>
<td>Mean</td>
</tr>
<tr>
<td>LOPREX</td>
<td>43.241</td>
<td>.000</td>
<td>6.684</td>
<td>0.000</td>
<td>7.142</td>
</tr>
<tr>
<td>MSD</td>
<td>9.931</td>
<td>.002</td>
<td>7.884</td>
<td>0.000</td>
<td>11.486</td>
</tr>
<tr>
<td>MSL</td>
<td>3.708</td>
<td>.056</td>
<td>8.567</td>
<td>0.000</td>
<td>11.865</td>
</tr>
<tr>
<td>LOPR</td>
<td>71.854</td>
<td>.000</td>
<td>7.867</td>
<td>0.000</td>
<td>7.058</td>
</tr>
<tr>
<td>ROE</td>
<td>4.632</td>
<td>.033</td>
<td>3.129**</td>
<td>0.002</td>
<td>34.334</td>
</tr>
<tr>
<td>ROA</td>
<td>2.477</td>
<td>.118</td>
<td>3.812</td>
<td>0.000</td>
<td>4.587</td>
</tr>
<tr>
<td>LBPR</td>
<td>6.266</td>
<td>.013</td>
<td>4.994</td>
<td>0.000</td>
<td>1.561</td>
</tr>
<tr>
<td>LITEXP</td>
<td>40.028</td>
<td>.003</td>
<td>7.653</td>
<td>0.000</td>
<td>6.011</td>
</tr>
<tr>
<td>LITNDX</td>
<td>131.154</td>
<td>.000</td>
<td>96.628</td>
<td>0.000</td>
<td>34.334</td>
</tr>
<tr>
<td>LMGN</td>
<td>49.762</td>
<td>.000</td>
<td>7.160</td>
<td>0.000</td>
<td>7.274</td>
</tr>
<tr>
<td>EQTR</td>
<td>2.337</td>
<td>.128</td>
<td>-0.145**</td>
<td>0.885</td>
<td>40.846</td>
</tr>
<tr>
<td>BRAN</td>
<td>106.675</td>
<td>.000</td>
<td>7.171</td>
<td>0.000</td>
<td>50.280</td>
</tr>
<tr>
<td>GROWTH</td>
<td>0.161</td>
<td>.689</td>
<td>0.138**</td>
<td>0.891</td>
<td>34.334</td>
</tr>
<tr>
<td>LNR</td>
<td>45.621</td>
<td>.000</td>
<td>7.019</td>
<td>0.000</td>
<td>7.055</td>
</tr>
<tr>
<td>LNIE</td>
<td>48.596</td>
<td>.000</td>
<td>7.639</td>
<td>0.000</td>
<td>6.569</td>
</tr>
</tbody>
</table>

** mean significant at the 1%, 5% and 10% level (two-tail test) respectively. N represents number of observations.

Table 3 summarises the outcome of the Levene's test for equality of variance and the summary of independent-samples Test on IT level of banks. This finds whether there is any significant difference on the effect of IT investments among two groups of banks- the high IT-Level investing banks and Low-IT-level investing banks.

Table 3. Group unit root test: Summary Sample: 1150

<table>
<thead>
<tr>
<th>Method</th>
<th>Cross-Sections</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null: Unit root (assumes common unit root process)</td>
<td>Levin, Lin &amp; Chu t*</td>
<td>-11.592</td>
</tr>
<tr>
<td>Breitung t-stat</td>
<td>-11.925</td>
<td>0.000</td>
</tr>
<tr>
<td>Null: Unit root (assumes individual unit root process)</td>
<td>Im, Pesaran and Shin W-stat</td>
<td>-15.054</td>
</tr>
<tr>
<td>ADF - Fisher Chi-square</td>
<td>308.549</td>
<td>0.000</td>
</tr>
<tr>
<td>PP - Fisher Chi-square</td>
<td>357.530</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Automatic selection of lags based on SIC: 0 to 1. ** Probabilities for Fisher tests are computed using an asymptotic Chi-square distribution. All other tests assume asymptotic normality.

The summary test was used in order to ascertain the stationarity by both the common root and individual root methods. The results for the panel unit root test for all variables indicates the absence of a unit root as the LLC, Breitung, IPS, and both Fisher tests fail to accept the null of a unit root with statistics of -11.592, -11.925, -15.054, 308.549 and 357.530 respectively.

Table 4. GLS Panel Regression results for Returns on Assets (ROA) and Return on Equity (ROE)

<table>
<thead>
<tr>
<th>ROA Coef.</th>
<th>Z-values</th>
<th>P &gt;</th>
<th>z</th>
<th>ROE Coef.</th>
<th>Z-values</th>
<th>P &gt;</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Const</td>
<td>-0.7067</td>
<td>-0.83</td>
<td>0.405</td>
<td>Const</td>
<td>-2.0247</td>
<td>-0.41</td>
<td>0.679</td>
</tr>
<tr>
<td>Bran</td>
<td>-0.0051</td>
<td>-0.43</td>
<td>0.670</td>
<td>Bran</td>
<td>3.4304</td>
<td>7.31</td>
<td>0.000</td>
</tr>
<tr>
<td>Growth</td>
<td>0.0183</td>
<td>2.69</td>
<td>0.007</td>
<td>Growth</td>
<td>5.9302</td>
<td>1.49</td>
<td>0.138</td>
</tr>
<tr>
<td>LNR</td>
<td>2.3954</td>
<td>3.53</td>
<td>0.000</td>
<td>LNR</td>
<td>6.4615</td>
<td>1.26</td>
<td>0.207</td>
</tr>
<tr>
<td>LNE</td>
<td>-0.8734</td>
<td>-2.29</td>
<td>0.022</td>
<td>LNE</td>
<td>-3.3591</td>
<td>-1.31</td>
<td>0.190</td>
</tr>
<tr>
<td>LITEXP</td>
<td>-1.4832</td>
<td>-2.19</td>
<td>0.029</td>
<td>LITEXP</td>
<td>-7.6357</td>
<td>-1.93</td>
<td>0.054</td>
</tr>
<tr>
<td>LITNDX</td>
<td>0.4449</td>
<td>3.00</td>
<td>0.003</td>
<td>LITNDX</td>
<td>0.0339</td>
<td>0.05</td>
<td>0.962</td>
</tr>
<tr>
<td>WLR</td>
<td>45.98</td>
<td></td>
<td></td>
<td>WLR</td>
<td>129.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prob &gt; Chi² (6)</td>
<td>0.000</td>
<td>Prob &gt; Chi² (6)</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: P-values are under the column titled “P >|z|” for the GLS model.

Table 4 shows the GLS regression results for IT investments on banks’ financial performance (ROA & ROE) with other control variables.