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Abstract
Notwithstanding the recent financial crisis, many industrial countries have experienced a significant decline in macroeconomic volatility characterised by less volatile output growth over the last three decades. Literature refers to this decline as the ‘great moderation’ and though there is no consensus on the possible cause, scholars consistently attribute it to three main factors: Improvements in macroeconomic policy, implementation of better inventory management and to the so called ‘good luck’ hypothesis. The aim of this paper is to observe the trends and determinants of output growth volatility in South Africa. The study indicates that South Africa experienced a significant structural break in the early 1990s in output growth. Further investigation, into the possible causes, reveals that monetary policy contributed significantly to the falling volatility of output growth.
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1. Introduction
Prior to the recent global economic crisis, a substantial amount of literature revealed that output volatility in industrial countries had considerably declined over the last three decades. This phenomenon dubbed the ‘great moderation’ by Stock and Watson (2002) has invariably been used to describe the macroeconomic environment characterised by the decline in both inflation and output volatility that countries such as the United States (McConnell and Perez-Quiros, 2000; Kahn et al, 2001) and other industrial countries (Mills and Wang, 2000; Blanchard and Simon, 2001; Smith and Summers, 2002) have come to experience in recent decades especially the 1990’s.

Although there exists some evidence to suggest that the great moderation has extended to emerging and developing countries such that the volatility of growth and the severity of the output drops have declined, levels of output volatility still remain substantially higher than industrial countries (Cecchetti et al, 2006; Hakura, 2007; Agenor et al 1999). South Africa experienced a similar moderation characterized by lower and stable inflation, lower and stable real interest rates, positive and steady GDP growth and stable fiscal deficits and debt (Du Plessis and Kotze, 2010; Aron and Muellbauer, 2008; Du Plessis et al. 2007 and; Burger, 2008). These studies however, do not focus on determining the breakpoints of volatility concentrating rather in measuring volatility in different periods segregated according to the political environment of the country. Du Plessis (2006) is an exception in this regard and uses the time-varying stochastic volatility models to identify the structural breaks using data from 1960Q1-2009Q3 although the study does not proceed to identify the determinants behind the declining volatility.

The contribution of our study is to estimate volatility and search for structural breaks for the period 1970Q1-2010Q4 employing an approach pioneered by McConnell and Perez-Quiros (2000). Another point of departure in this study is that it utilises the bounds testing or ARDL model estimation approach developed by Pesaran, Shin and Smith (2001) in order to test the efficacy of stabilization policies. We are able to include larger number of policy variables because of the advantages of ARDL methodology as compared to the Vector Autoregression (VAR) model used by Burger (2008).

The rest of the paper proceeds as follows. In section 2, we estimate output growth volatility and subsequently investigate the possible structural breaks. Section 3 presents an empirical examination into the long term dynamic relationship between growth volatility and a number of possible determinants of output volatility. This is followed by a brief conclusion.
The Changing Nature of Output Volatility in South Africa

Estimating output volatility

In this section we aim to establish trends of output volatility in South Africa with quarterly data over the period 1970-2010 using a methodology pioneered by McConnell and Perez-Quiros (2000). The analysis is undertaken in a series of steps. Firstly, we characterise quarterly output growth as an AR model of the following form:

\[ \Delta y_t = \mu + \rho \Delta y_{t-1} + \epsilon_t, \]  

(1)

Where \( \Delta y \) is the first difference of GDP growth, \( \rho \) represents the persistence of output growth and \( \epsilon \) is an error term that is independent over time but not necessarily identically distributed as stated in Cechetti et al (2006). Given that the initial AR (1) model remains plagued by serial correlation in the error term, we account for the correlation by using Newey-West standard errors and by including an additional lag of the dependant variable. The results of estimating this AR (2) specification, is a series of estimated residuals \( \epsilon_t \). McConnell and Perez Quiros, (2000) who pioneered the technique argue that, provided these residuals are normally distributed, the transformed residuals, specified as the root mean squared error or \( \sqrt{\text{II}/2} \), are unbiased estimators of the standard deviation of \( \epsilon_t \). Using these, we proceed to the second stage which involves searching for structural breaks in the mean or constant of the following volatility equation:

\[ \sqrt{\text{II}/2} = \alpha + \mu \tau \]  

(2)

Where, the volatility is captured as the deviation of the quarterly growth rate from a trend generated by the Hodrick-Prescott (HP) filter. We utilise an optimal HP filter for South Africa constructed by Du Toit (2008). It differs from the original de-trending method in that, instead of using the default lambda or smoothing constant initially suggested by Hodrick and Prescott (1980), which is ad hoc and often has problematic underlying assumptions, Du Toit (2008) develops an optimal smoothing constant which least distorts the frequency information of the time series by taking into account both the duration of the business cycle as well as the structure of the economy. According to Pretorius and Venter (2001) and; Pretorius, Venter and Wiedeman (1999) the duration of South Africa’s business cycle has, on average, been 4.79 years since 1960. Thus when using quarterly data, optimal HP filtering for South Africa is best implemented with a value of 352 for lambda.

In searching for structural breaks, the study applies the Quandt-Andrews unknown breakpoint test as derived in Andrews (1993). This test was chosen since it allows for multiple breaks. This according to Bai (1997), Bai and Perron (2003) and others, is superior to tests for single breaks since these typically have low power in the presence of multiple breaks and, as mentioned earlier, may be invalid due to the variances not being constant. The test essentially involves the joint estimation of equation 1 and 2 by General Method of Moments (GMM) over the entire sample period. If the test statistic associated with a potential break date is significant, the equation is re-estimated by trimming the data set but still retaining the potential break date that was significant. This is done by adding dummy variables to equation 2, which allows the constant to equal \( \alpha_1 \) if is less than \( T \), and \( \alpha_2 \) otherwise. If once again the same break date is significant, the data set is automatically trimmed again so that the period is smaller but still contains the break date identified.

If \( F(T) \) is the computed LR, or Wald F-Statistic test for the equality of coefficients \( \alpha_1 \) and \( \alpha_2 \) under the null hypothesis of no break, then quite intuitively, it follows that the period \( T \) in which \( F(T) \) takes on the highest value is the most probable break date. Consequently, Andrews (1993) provides the following statistic:

\[ \sup Fn = \sup_{T \in T_1 \cap T_2} F(T) \]

Such that the \( T \) that maximises \( F(T) \), is the significant break date. A later study by Andrews and Ploberger (1994) refute the above statistic on the basis that it is not optimal and subsequently propose the two alternative statistics listed below, whose \( p \)-values are computed using the technique applied by Hansen (1997).

\[ \exp Fn = \ln(1/T_2-T_1+1) \sum_{T \in T_1} \exp(1/2 * F(T)) \]  

and  

\[ \text{ave } F(T) = 1/(T_2-T_1+1) \sum_{T \in T_1} F(T) \]

Table 1 reports the significant break dates based on the LR statistic test for structural breaks in the AR coefficient and the residual variance to be 1991Q3.

Following Ramey and Ramey (1995) we test the robustness of the results obtained using the “McConell and Perez-Quiros (2000) technique”, using the more widely applied measure of the standard deviation. For this purpose we divide the sample to two sub periods viz., 1970Q2-1991Q3 and 1991Q4-2010Q3 based on the Quandt-Andrews unknown breakpoint test. It is quite evident that the volatility of real GDP as well as the volatility of its components, with the exception of imports, has substantially declined from the first to the second period (Table2).
2.2 Determinants of the Change in Output Volatility

In light of the lack of consensus on the causes of the ‘great moderation’ a burgeoning volume of literature dedicated to explaining the possible reasons emerged. These factors fall into three broad categories, the first is changes in economic policy, more specifically, the efficacy of monetary and fiscal policies as suggested in (Boivin and Giannoni, 2006; Cecchetti et al 2006; Cecchetti and Ehrmann, 1999; Clarida and Gali, 2000; Svensson, 2000 and; Svensson and Hall, 2003). Secondly, reduced business cycle volatility has also been linked to structural reforms in markets including: changes in the labour market regulation as supported by the findings of Kent et al (2005), as well as trade openness, and liberalisation of financial markets as discussed in Easterly et al (2001), Agenor et al (1999), Kose et al (2006) and Bejan (2006). Finally, plain good luck, reflected as smaller and/or less frequent shocks has invariably been proposed by Stock and Watson (2002) and Ahmed and Levin (2004) as another possible explanation. By their nature, the first three structural factors are likely to have a more permanent effect on output volatility, while a decline in global shocks (irrespective of structural factors) may only be temporary (Gali and Gambetti, 2009).

While the studies on developed countries all concede that volatility has declined, the results for developing countries portray a rather ambiguous outcome. Hakura (2007) concludes that the fall in volatility experienced by developing countries is mainly due to less volatile country-specific factors while still leaving countries vulnerable to external shocks. Wolf (2004), Agenor, et al (2000), Easterly (2001) and; Malik and Temple (2006) highlight the varied experiences of developing countries attributing the differences to structural, institutional, and policy variations among them. Burger (2008) traces the drop in growth volatility to the reduction in the volatility of household consumption (especially durables and services), as well as a decline in the volatility of investment in the manufacturing sector and improved monetary policy by the South African Reserve Bank. In this study we focus specifically on the role that macroeconomic policy has played in mitigating output growth volatility.

Empirical Analysis

Determinants of Volatility: In this section we discuss briefly the determinants of output volatility, their expected relationship to volatility and their measurement for inclusion in the econometric model.

1 Monetary Policy Indicators: We construct two direct measures for monetary policy. The first labelled Monetary Policy Indicator or MPI is a measure aimed at capturing the stabilising effects of the monetary policy instrument while the second indicator is essentially an Inflation Targeting dummy (ITDUMMY) variable which takes on the value of 0 prior to 2000Q1 and 1 thereafter following South Africa adopting an inflation targeting policy. The MPI measures the extent to which interest rates deviate from stabilising monetary policy rules (Taylor, 1995; and Woodford 2001). A priori, the indicator is expected to be positively correlated with output growth volatility. This implies that a large value on the MPI is indicative of developments in real interest rates that stabilise inflation while doing little to stabilise output and will therefore be associated with higher output volatility. The indicator is formally stated as follows:

\[ \text{MPI}_t = \left[ r_i - (r^* + \alpha \times (\pi_t - \pi_{\text{trend}}) + \beta \times (\text{og}_t)) \right]^2 \]

Where: \( r_i \) is the real short-term interest rate; \( r^* \) is the equilibrium interest rate; \( \text{og}_t \) is the output gap; \( \pi_t \) is the inflation rate and \( \pi_{\text{trend}} \) is the trend inflation rate (as derived from an HP filter)

A number of practical assumptions have been made in constructing this indicator. Firstly trend growth is taken as a proxy for the equilibrium real interest rate. Secondly, the output target and the inflation target are derived from an optimal HP filtering process developed by Du Toit (2008). Finally, although a number of model simulations have altered the weights on the deviation of output and inflation from their respective targets, this study sets the respective weights on the output gap at 0.5 as originally applied by (Taylor, 1993).

2 Fiscal Policy Indicator: Structural budget balance, cyclically adjusted fiscal balance, government expenditure are some of the proxies of fiscal policy used in various studies. This study utilizes the ratio of total government expenditure to GDP as a Fiscal Policy Indicator (FPI). This is in line with Fatas and Mihov (2001) as well as Du Plessis (2006) and is based on the assumption of a close link between the size of government expenditure and the power of automatic stabilisers such that the possible role of automatic fiscal stabilisers may be captured via the average size of government expenditure as a share of GDP (Van den Noord, 2000). An effective FPI for output stabilization would therefore yield a negative sign.

3 Financial Liberalisation Indicators: The existing literature on the link between financial openness and output growth volatility approximate financial openness through a number of different variables. One such measure for the degree of financial openness is the fraction of capital flows to GDP. Net Capital Flows or (NCF) as it appears in the regression equation, has been calculated as the sum of the various foreign capital flows. The theoretical motivation for using this measure is the notion that cyclical variations in net factor income flows, as reflected in GDP,
expected to capture the effects of international risk sharing on national income (Kose et al., 2006; Aghion, Bacchetta and Banerjee, 1998). On this basis, we would expect the sign on the variable to be negative. Conversely, according to the theoretical implication of the Mundell-Flemming Model as well as recent studies that have used stochastic general equilibrium models to study the effects of financial liberalisation on output volatility, higher capital flows may be associated with increased output volatility in the presence of monetary shocks. This implies that the variable NCF may also be positively related to output growth volatility.

Trade Openness Indicators: Lastly, we test trade openness using the conventional measure i.e. the sum of exports and imports as a ratio of GDP as applied by Ramey and Ramey (2000) and Bejan (2006). Increased trade in intermediate inputs through intra-industry specialisation is expected to offset any exogenous shocks and hence smooth output (Razin and Rose, 1991). Therefore the variable is expected to be negative in our model. On the Contrary, Krugman (1993) argues that if these industry-specific shocks are important determinants of the business cycle, the result could be an increase in volatility. Presumably, reliance on trade exposes the country to more external fluctuations. This is especially true in the case of emerging markets that are more vulnerable to demand, supply and terms-of-trade shocks relative to advanced nations. Based on this proposition, the sign of the coefficient on the trade liberalisation indicator may well be positive.

Methodology

The model for estimation may be written as:

$$\Delta \sigma Y_t = c_0 + \beta t + c_1 ITDUMMY + \pi_{Y_0} \gamma Y_{t-1} + \pi_{Y_X} X_{t-1} + \sum_{i=1}^{p-1} \phi_i Z_{t-i} + \epsilon_t$$  \hspace{1cm} (1)

Where: \(\sigma Y_t\) captures volatility of output growth for various time periods, \(c_0\) represents the intercepts or drift, \(\beta\) denotes a the time trend , \(D_t\) captures the inflation targeting dummy, \(Z_i = (\sigma Y_t, MPI, FPI, NCF, TRADEOPEN)\) and finally \(\epsilon_t\) is the error. Given that the variables are integrated of different orders (Table 4), the use of traditional estimation procedures is rendered inapplicable. In light of this, the long run relationship between output growth volatility and the various policy indicators is established by employing the Bounds Test or Autoregressive Distributed Lag (ARDL) Model approach formulated by Pesaran Shin and Smith (2001). The advantages of this approach as opposed to other cointegration techniques are listed in Pesaran and Shin (1995).

Following Pesaran et al (2001), we determine the dynamic interactions between the dependent variable and the respective explanatory variables by estimating a conditional error correction model based on equation (1). The conditional error correction model (ECM) of interest can be formally specified as:

$$\Delta \sigma Y_t = c_0 + \beta t + c_1 ITDUMMY + \pi_{Y_0} \gamma Y_{t-1} + \pi_{Y_X} X_{t-1} + \sum_{i=1}^{p-1} \phi_i Z_{t-i} + \delta \Delta Y_{t-i} + \delta \Delta X_{t-i} + \epsilon_t$$  \hspace{1cm} (2)

This is further expanded as:

$$\Delta \sigma Y_t = c_0 + \beta t + c_1 ITDUMMY + \phi_1 Y_{t-1} + \phi_2 MPI_{t-1} + \phi_3 FPI_{t-1} + \phi_4 NCF_{t-1} + \phi_5 TRADEOPEN_{t-1} + \sum_{i=1}^{p} \theta_i \Delta \sigma Y_{t-i} + \sum_{j=1}^{q} \gamma_j \Delta MPI_{t-j} + \sum_{m=1}^{n} \delta_{m} \Delta NCF_{t-m} + \sum_{r=1}^{s} \tau_r \Delta TRADEOPEN_{t-r} + \epsilon_t$$  \hspace{1cm} (3)

Where \(\phi_i\) are the long run estimators, \(c_0\) is the drift and \(\epsilon_t\) are the white noise errors.

The technique begins by estimating equation (3) using OLS. The long-run relationship between the variables is established by conducting an F-Test which jointly tests the significance of the coefficients on the lagged variables. The test which is normalized on \(\sigma y\) is defined as \(F_{\sigma y} = (\sigma Y_t | MPI, FPI, NCF, TRADEOPEN)\). Once cointegration is confirmed based on the F statistics (Pesaran et al 2001), the second stage of the procedure involves estimating the long run estimates of the output volatility equation. The conditional ARDL \((p1,q1,q2,q3,q4)\) describing the long run estimates are obtained for which the estimated parameters describe the short run dynamics between the variables. This model is specified as follows:

$$\sigma Y_t = c_0 + \beta t + c_1 ITDUMMY + \phi_1 Y_{t-1} + \phi_2 MPI_{t-1} + \phi_3 FPI_{t-1} + \phi_4 NCF_{t-1} + \phi_5 TRADEOPEN_{t-1} + \sum_{i=0}^{q4} \delta \epsilon_{t-i}$$  \hspace{1cm} (4)

Where the variable are as those previously defined. The actual lag order of the model is selected using the Akaiake (AIC) and Schwarz Bayesian (SBC) information criteria. Finally the error correction models associated with the long run estimates are obtained for which the estimated parameters describe the short run dynamics between the variables. This model is specified as follows:

$$\Delta \sigma Y_t = c_0 + \beta t + c_1 ITDUMMY + \sum_{i=1}^{p} \phi_i \Delta Y_{t-i} + \sum_{j=1}^{q1} \phi_j \Delta MPI_{t-j} + \sum_{m=1}^{q2} \phi_m \Delta FPI_{t-m} + \sum_{r=1}^{q3} \phi_r \Delta NCF_{t-r} + \sum_{s=1}^{q4} \phi_s \Delta TRADEOPEN_{t-s} + \epsilon_t$$  \hspace{1cm} (5)

Results
As suggested by Pesaran et al. (2001), we estimate the model under two cases: containing neither an intercept nor a deterministic trend and containing both the intercept as well as an unrestricted time trend. Due to space constraint we present the results of only the latter. Since some of the variables namely, the FPI i.e. the ratio of government balance to GDP is consistently insignificant in both models, we re-estimate the model while omitting this variable. Table 6 presents the Akaike (AIC) and Schwarz Bayesian (SBC) information criteria for selecting the appropriate lag lengths. In addition, the Lagrange Multiplier statistic testing the hypothesis of no residual serial correlation against orders of 1 and 4, denoted $\chi^2_{sc}(1)$ and $\chi^2_{sc}(4)$ respectively, is also reported.

We choose lag-length 3 based on AIC and Breusch-Godfrey test for Serial Correlation. Having chosen the lag length, the model is estimated with output volatility as the dependent variable. The Computed F-Statistic Fry ($\sigma_{y[MPIL,FPI,NCF,TRADE]} = 21.66200$ exceeds the upper bound critical value of 6.36 at the 1% significance interval indicating that the null hypothesis of no co-integration can be rejected.

Having established the presence of cointegration between output volatility and the policy indicators, the next stage of the procedure involves estimating the long run model in the levels of the variables. Following the approach discussed by Pesaran and Shin (1995), the appropriate estimation order for the five variables was selected across a number of ARDL Models using the AIC criterion. This resulted in a choice of an ARDL (3,3,0,0,1) specification. This model was estimated by ordinary least squares. To account for the possibility of heteroskedasticity in the error terms, the Newey-West standard errors were applied. The long run estimates for the level relationships, for both models, are reported in Table 5. The error correction model associated with these long run estimates is reported in Table 6.

The negative and significant coefficient of monetary policy variable is not indicative of the trade-off between inflation variability and output volatility as suggested by Taylor (1995) but may instead be indicative of a more credible monetary policy framework in which attempts to stabilise inflation is also able to achieve more stable output growth. Results do not suggest the effectiveness of fiscal policy as a stabilization tool in the South African context. Net Capital Flows is seen to be positively related to output volatility pointing to the need for continued regulation of the balance of payment capital account. Liberalisation of trade has a positive and significant effect on output volatility which may be indicative of exposure to shocks originated from a terms-of-trade channel. For emerging markets in particular, it implies that while operating within a freely floating exchange rate system offers a certain degree of exchange rate flexibility, it may still be problematic because, regardless of the regime choice, exports, imports as well as capital flows generally constitute a relatively large share of these economies and hence they are more vulnerable to large swings in the exchange rate which in turn may lead to very substantial swings in the real economy.

The results of the equilibrium correction model reported in Table 6 below, indicates that short run dynamics between output volatility and monetary policy are also highly significant. The significant coefficient on the change in MPI seems to conform with the general consensus that shocks to the monetary policy instrument impact on output volatility with a lag. In terms of trade liberalisation, the coefficient suggests that the effects of shocks to changes in volume of trade as a percentage of GDP, still impact on output volatility after one quarter. Finally, the lagged error term is significant and both the magnitude as well as the negative sign on the coefficient is as expected since it signifies that the series converges to the long run equilibrium. Furthermore, as postulate in Bannorjee et al. (1998), a highly significant coefficient, as is the case for this model, verifies the existence of a strong long-term relationship between the variables.

**Conclusion**

The role of this paper has been to explore trends and policy determinants of output volatility in South Africa. The results confirm that South Africa experienced a significant break in both output growth and output volatility occurring in 1991Q3, with the period after the break date characterised by lower fluctuations in output growth. Other recent and noteworthy studies in the South African context report several different structural break dates. This highlights the fact that the outcome among various studies is often sensitive to the chosen sample period, as well as the choice of methodology used to identify changes in the behaviour of the underlying series. Nevertheless the studies do not dispute the argument of moderation in output volatility in South Africa over the recent decades.

Next we set about to identify the macroeconomic policy determinants of output volatility by applying the bounds testing model. A number of implications emerge from the above results. Firstly in terms of monetary policy, the institutional commitment to attain price stability, through adopting inflation targeting, has contributed to stabilising both inflation and output. The findings in this study, coupled with the opinion that the central bank has achieved some degree of credibility, suggests that policy makers are in a position to practice monetary policy in a more prudent and flexible way that results in the stability of output without fear of creating an inflationary bias.
With regards to net capital flows, it seems that the decision to regulate outflows of capital has largely contributed to insulating South Africa from the recent global financial crisis. In terms of trade policy, the results indicate that South Africa still faces considerable current account volatility as is evident in the increased imports volatility after the break date. This may be a consequence of the higher rand volatility suggesting that trade openness enhances the exchange rate channel, which in turn may intensify output volatility. Thus while South Africa’s current monetary policy framework thrives within a floating exchange rate system, maintaining a healthy balance of the current account, which is equally important for an emerging market like South Africa, may require a more astute commitment to managing the exchange rate in order to mitigate currency volatility. Examining this link between exchange rate volatility and output volatility provides an opportunity for further research.
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Table 1. Structural break test of AR(1) coefficients: GDP Growth and GDP Volatility:1970Q4 2010Q3

<table>
<thead>
<tr>
<th>Structural break test in AR(1) coefficients: GDP Growth-1970Q4 2010Q3</th>
<th>Residual variance break tests on AR(1): GDP Growth-1970Q4-2010Q3, (Trimmed Model: $\Delta y = \mu + \rho \Delta y_{t-1} + \epsilon_t$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model: $\sqrt{\Pi/2}</td>
</tr>
<tr>
<td>Null Hypothesis</td>
<td>Sup LR</td>
</tr>
<tr>
<td>$\mu_1 = \mu_2$</td>
<td>8.5887</td>
</tr>
<tr>
<td>$\rho_1 = \rho_2$</td>
<td>(0.028)</td>
</tr>
<tr>
<td>Break Date: 1991Q3</td>
<td>Break Date: None</td>
</tr>
</tbody>
</table>

Table 2. The Standard Deviation of Real GDP and its components

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Real GDP</td>
<td>6.257737</td>
<td>2.210894</td>
</tr>
<tr>
<td>C</td>
<td>2.940790</td>
<td>1.064852</td>
</tr>
<tr>
<td>I</td>
<td>3.627817</td>
<td>2.511113</td>
</tr>
<tr>
<td>G</td>
<td>3.243398</td>
<td>2.541293</td>
</tr>
<tr>
<td>X</td>
<td>4.067417</td>
<td>3.960700</td>
</tr>
<tr>
<td>M</td>
<td>3.735690</td>
<td>5.532232</td>
</tr>
</tbody>
</table>

Source: Authors Calculations using data available from the SARB. Where C= Consumption Expenditure by Households, I= Private Investment. G=Government Expenditure, X= Exports and M=Imports as proportions of GDP.
Table 3. Augmented Dickey Fuller Tests for Unit Roots

<table>
<thead>
<tr>
<th>Variable</th>
<th>Test Critical Value(1% Level)</th>
<th>Computed T-Statistic</th>
<th>Probability T-Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDPVOL</td>
<td>-3.470934</td>
<td>-20.84152</td>
<td>0.0000</td>
</tr>
<tr>
<td>First Difference of GDPVOL</td>
<td>-3.471192</td>
<td>-26.12191</td>
<td>0.0000</td>
</tr>
<tr>
<td>Monetary Policy Indicator (MPI)</td>
<td>-3.489117</td>
<td>-10.53938</td>
<td>0.0000</td>
</tr>
<tr>
<td>First Difference MPI</td>
<td>-3.489659</td>
<td>-13.63427</td>
<td>0.0000</td>
</tr>
<tr>
<td>Fiscal Policy Indicator (FPI)</td>
<td>-3.470934</td>
<td>-10.01610</td>
<td>0.0000</td>
</tr>
<tr>
<td>First Difference of FPI</td>
<td>-3.470934</td>
<td>-27.40131</td>
<td>0.0000</td>
</tr>
<tr>
<td>Net Capital Flows (NCF)</td>
<td>-3.470934</td>
<td>-4.818577</td>
<td>0.0001</td>
</tr>
<tr>
<td>First Difference of NCF</td>
<td>-3.470934</td>
<td>-15.98684</td>
<td>0.0000</td>
</tr>
<tr>
<td>Trade Liberalisation Indicator (TRADEOPEN)</td>
<td>-3.470934</td>
<td>-2.670073</td>
<td>0.0815</td>
</tr>
</tbody>
</table>

Note: If the absolute value of the computed absolute value of the t-statistic, exceeds the ADF absolute critical values, we can reject the hypothesis of a unit root: Gujarati (1993). *** denotes significance at the 1% level

Table 4. Statistics for selecting the appropriate lag order of the output volatility equation

<table>
<thead>
<tr>
<th>ρ</th>
<th>AIC</th>
<th>SBC</th>
<th>χ²sc(1)</th>
<th>χ²sc(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.113739</td>
<td>5.502096</td>
<td>0.002144</td>
<td>4.219974***</td>
</tr>
<tr>
<td>2</td>
<td>5.123546</td>
<td>5.536175</td>
<td>0.144331</td>
<td>6.252487***</td>
</tr>
<tr>
<td>3</td>
<td>5.111151</td>
<td>5.548053</td>
<td>2.593088*</td>
<td>5.085537***</td>
</tr>
<tr>
<td>4</td>
<td>4.991167</td>
<td>5.452340</td>
<td>0.194818</td>
<td>5.802186***</td>
</tr>
<tr>
<td>5</td>
<td>5.007785</td>
<td>5.493231</td>
<td>0.681133</td>
<td>6.045650***</td>
</tr>
<tr>
<td>6</td>
<td>5.007629</td>
<td>5.517348</td>
<td>0.018261</td>
<td>6.280401***</td>
</tr>
</tbody>
</table>

Note: ρ is the lag order of the underlying variables for the conditional ECM (2), with zero restrictions on the coefficients of lagged changes in policy variables. AICp = LLp _ sp and SBCp =LLp – (sp/2) ln T denote Akaike’s and Schwarz’s Bayesian Information Criteria for a given lag order p, where LLp is the maximized log-likelihood value of the model, sp is the number of freely estimated coefficients and T is the sample size. χ²sc(1) and χ²sc(4) are the LM statistics for testing no residual serial correlation against orders 1 and 4. * and **; denotes significance at the 1% and 5% levels respectively.

Table 5. Estimated Long Run Coefficients: Model with Intercept and Deterministic Trend

<table>
<thead>
<tr>
<th>Regressors</th>
<th>Coefficient</th>
<th>Standard Errors</th>
<th>T-Statistic</th>
<th>Probability on T-Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDPVOL(-1)*</td>
<td>-0.340294</td>
<td>0.103782</td>
<td>-3.278943</td>
<td>0.0014</td>
</tr>
<tr>
<td>MPI*</td>
<td>-0.000947</td>
<td>0.000124</td>
<td>-7.613198</td>
<td>0.0000</td>
</tr>
<tr>
<td>FPI</td>
<td>-0.038267</td>
<td>0.127689</td>
<td>-0.299686</td>
<td>0.7651</td>
</tr>
<tr>
<td>NCF</td>
<td>0.407993</td>
<td>0.3578601</td>
<td>1.140108</td>
<td>0.2570</td>
</tr>
<tr>
<td>TRADEOPEN**</td>
<td>0.159866</td>
<td>0.080875</td>
<td>1.976693</td>
<td>0.0509</td>
</tr>
<tr>
<td>C</td>
<td>143.8937</td>
<td>176.5990</td>
<td>0.814804</td>
<td>0.4172</td>
</tr>
<tr>
<td>TT</td>
<td>-0.071734</td>
<td>0.087971</td>
<td>-0.815431</td>
<td>0.4168</td>
</tr>
<tr>
<td>ITDUMMY</td>
<td>0.557914</td>
<td>0.827338</td>
<td>0.674348</td>
<td>0.5017</td>
</tr>
</tbody>
</table>

Note: Authors calculations. *; ** and *** denote significance at 1%, 5% and 10% levels respectively

Source: Authors calculations. R-squared= 0.243 Adjusted R-squared=0.1416, S.E. of regression=2.826; Akaike info criterion= 5.033, Schwarz criterion=5.3748 Durbin-Watson stat= 2.16
Table 6. ECM ARDL (3,3,0,0,1) volatility equation
Model with Intercept, Deterministic Trend and Seasonal Dummy Variables

<table>
<thead>
<tr>
<th>Regressors</th>
<th>Coefficients</th>
<th>Standard Errors</th>
<th>T-Statistic</th>
<th>Probability on T-Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \sigma_{yt}$</td>
<td>1.000000</td>
<td>1.47E-16</td>
<td>6.78E+15</td>
<td>0.0000</td>
</tr>
<tr>
<td>$\Delta \sigma_{yt-1}$</td>
<td>1.79E-15</td>
<td>2.33E-16</td>
<td>7.691127</td>
<td>0.0000</td>
</tr>
<tr>
<td>$\Delta \sigma_{yt-2}$</td>
<td>9.02E-16</td>
<td>1.42E-16</td>
<td>6.334029</td>
<td>0.0000</td>
</tr>
<tr>
<td>AMPI</td>
<td>-2.51E-18</td>
<td>1.14E-18</td>
<td>-2.203527</td>
<td>0.0299</td>
</tr>
<tr>
<td>AMPL1</td>
<td>-9.89E-19</td>
<td>1.29E-18</td>
<td>-0.769122</td>
<td>0.4437</td>
</tr>
<tr>
<td>AMPL2</td>
<td>-1.05E-18</td>
<td>1.15E-18</td>
<td>-0.918935</td>
<td>0.3604</td>
</tr>
<tr>
<td>AFPI</td>
<td>2.79E-19</td>
<td>1.19E-16</td>
<td>0.002351</td>
<td>0.9981</td>
</tr>
<tr>
<td>ANCF</td>
<td>7.90E-14</td>
<td>6.49E-14</td>
<td>1.216957</td>
<td>0.2265</td>
</tr>
<tr>
<td>ATTRADE</td>
<td>4.32E-16</td>
<td>1.03E-16</td>
<td>4.210837</td>
<td>0.0015</td>
</tr>
<tr>
<td>Intercept</td>
<td>-1.81E-13</td>
<td>1.95E-13</td>
<td>-0.927768</td>
<td>0.3558</td>
</tr>
<tr>
<td>Trend</td>
<td>-1.62E-16</td>
<td>9.90E-17</td>
<td>-1.640875</td>
<td>0.1040</td>
</tr>
<tr>
<td>ITDUMMY</td>
<td>6.69E-16</td>
<td>1.59E-15</td>
<td>0.421629</td>
<td>0.6742</td>
</tr>
<tr>
<td>$\nu_{ECM(-1)}$</td>
<td>-3.55E-15</td>
<td>3.78E-16</td>
<td>-9.387335</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

$\nu_{ECM}=\sigma_{yt}+0.0009*MPI+0.038267*FPI-40.79993*NCF-0.159866*TRADEOPEN-143.8967*C$

*, ** and *** denote significance at the 1%, 5% and 10% levels respectively

R-squared=1.0000, Adjusted R-squared=1.0000, S.E. of regression=4.989683, Durbin-Watson stat= 1.223020

Source: Authors calculation using data obtained from the South African Reserve Bank (SARB) online data facility. Volatility is measured as the deviation of quarterly GDP growth from an HP filter.

Figure 1. Quarterly GDP Growth Volatility