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Abstract
The study investigates whether the financial liberalization undertaken in India has resulted in integration of Indian markets with global markets. First, we investigate covered interest rate parity (CIP) between India and the US using 3 month interbank interest rates and 1 year swap rates. The results show little evidence of a long term equilibrium relationship between the domestic interest rate and the covered interest rate. The mostly negative results indicate the presence of a country risk premium and/or binding regulations on capital movements and/or binding restrictions on interbank borrowing and lending. Next, we use a Vector Error Correction Model (VECM) to study the dynamics between the Indian interest rate, the covered interest rate and the US interest rate. The results show some degree of cointegration among Indian and US interest rates, suggesting that linkages less direct than covered interest arbitrage may exist between US and Indian money markets.
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1. Introduction
Indian financial markets have seen a lot of change since the nineties. Administered rates have been abolished, reserve requirements for banks have been decreased, foreign exchange regulations have been eased with the Rupee becoming fully convertible on the current account in the mid-1990s and moving towards fuller capital account convertibility. Also market-oriented reforms have been instituted including measures to protect investors. The Reserve Bank of India (RBI) Reports on Currency and Finance (RBI,2005-06; 2006-08) contain details regarding such liberalization. Thus, it is generally acknowledged that Indian financial markets have been opened up to a significant extent (see Patnaik and Vasudevan, 1999; Jain and Bhanumurthy, 2005 and Patnaik and Shah, 2010).

The question of interest is whether the financial liberalization undertaken thus far has resulted in financial integration of Indian markets with global markets. The answer to this question has important policy implications. As is well known from the theory of the impossible trinity, the more integrated markets are, the less the country can simultaneously control both interest rates and exchange rates. Shah and Patnaik (2005) and Prasad (2009) provide discussions of policy challenges in managing financial integration in the Indian context.

There are several approaches to investigating global financial integration (Obstfeld and Taylor, 2004 provides a good review). One such approach is based on Covered Interest Parity (CIP):

\[(1+i_d) = (1/S)(1+i_f)F\]  (1)

Above, \(i_d\) is the risk-free domestic rate of return for a given time horizon, \(i_f\) is the corresponding foreign rate of return, \(S\) is the direct spot exchange rate (units of domestic currency per unit of foreign currency) and \(F\) is the forward exchange rate for the given time horizon. According to CIP, under ideal conditions (such as financial integration and absence of market frictions), the risk-free return from investing a unit of the domestic currency will equal the risk-free return from converting a unit of the domestic currency into foreign currency at the spot exchange rate, investing the proceeds in the money market of the foreign currency, and covering the foreign exchange risk with an appropriate forward contract. The CIP condition relies on arbitrage activity to make it work. Therefore, an important prerequisite for CIP to hold is that there should be minimal impediments to capital flows across borders. In practice, even if financial markets are open, the presence of market frictions such as taxes, transactions costs and differences in default risk would cause some deviations from parity. Subject to this caveat, a violation of CIP reflects barriers to capital mobility and therefore lack of financial integration between the countries concerned.
2. Literature Survey

There is an extensive literature on using CIP to test for financial integration (see Sarno and Taylor, 2002 for a good survey). A classic study by Frenkel and Levich (1975) is based on Euro-deposit rates from the 1960’s on the US dollar, the Canadian dollar and the British pound. The study argues that almost all of the apparent deviations from CIP could be attributed to transactions costs. Other notable studies based on developed markets include Frenkel and Levich (1981), Clinton (1988), Popper (1993) and Takezawa (1995). For the most part, these studies concluded that CIP deviations were not economically significant. More recently, Obstfeld and Taylor (2004) use monthly data of the US dollar and German mark against the British pound, from 1921 through 2003, and report that deviations have virtually disappeared since 1980. Batten and Szilagyi (2006) use daily time series data for the USD/JPY forward market and find that CIP deviations have been largely eliminated by 2000. Thus, many of the studies set in advanced economies have found support for the CIP.

A few studies have also been carried out in the Indian context. Using the Corporate Deposit (CD) rate as the domestic borrowing rate and USD Libor as the foreign interest rate, Varma (1997) found CIP deviations to be several times larger than the numbers reported for OECD markets, and attributed this to market frictions. This result was supported by Bhoi and Dhall (1998), who conclude that Indian financial markets were far from being integrated with global markets, although the various domestic markets (namely, the money market, the government bond market and the corporate bond market) appeared to be integrated amongst themselves. Mishra et al (2001) provide further confirmation of CIP failure. However, Jain and Bhanumurthy (2005) found evidence of cointegration between the Indian call money rate, US Dollar Libor and the Dollar-Rupee exchange rate. They conclude that “the degree of integration seems to be growing,” though the integration process is far from complete. Sharma and Mitra (2006) analyzed the factors driving the forward premium of the dollar against the rupee and found that the key driver is the interest rate differential, which is supportive of CIP. However, they found that other variables they used in the analysis such as net portfolio flows, the current account balance and exchange rate movements also showed some explanatory power. Further, when they ran separate regressions for an earlier and later period, they found a diminished role for the interest rate differential in the later period and concluded that forward premia are increasingly being influenced by demand and supply.

In a more recent study, George and Mallik (2009a) conclude that central bank actions to smooth interest rates and prices drive a wedge between the forward premium and the interest rate differential. In a related study, George and Mallik (2009b) find that apart from the interest rate differential, the forward premium is also influenced by international oil prices, the real effective exchange rate (REER) of the rupee and current account openness. They note that the forward premia appear to be more strongly influenced by current account transactions than by capital flows. Hutchison et al (2009) uses the Self Exciting Thresold Autoregression (SETAR) methodology to estimate a band around the CIP mark with the following properties: deviations within the band follow a random process, while deviations outside the band set in motion an autoregressive adjustment process towards the boundaries. They interpret the band as follows. For CIP deviations within the band, arbitrage attempts are unprofitable owing to market frictions. Period by period movements within the band are accordingly random. Outside the band, the deviations are large enough to render arbitrage profitable, and activity by arbitrageurs therefore pushes rates to adjust such that deviations revert towards the closer boundary. They allow for structural breaks and estimate separate bands for various subperiods, namely, January 1999 to January 2003, January 2003 to April 2005 and April 2005 to January 2008. They find that the bandwidth is narrower in the second and third subperiods as compared to the first. Further, they find that reversion to the boundaries is relatively rapid if the deviation moves outside the band. Overall, they conclude that barriers to arbitrage are lower post-2003.

The results from the SETAR methodology are highly interesting, but also raise some questions. Firstly, while the mean deviation is lower in the third subperiod than in either of the earlier subperiods, the bandwidth estimated for the third subperiod is wider than that estimated for the second. Therefore, barriers to arbitrage are not decreasing in a monotonic manner. Secondly, even in the last subperiod, the estimated bandwidth is as large as 1.27%. As discussed in more detail later, this is much larger than is typically estimated for advanced economies, and it therefore seems unlikely that transaction costs can account for CIP failure. A possible reason for such wide deviations from CIP is capital controls. Indeed, as noted by Hutchison et al (2009), in the pre-2003 period, the bandwidth was skewed towards the lower threshold reflecting the fact that the covered interest rate was higher than the domestic interest rate, thereby suggesting that capital controls were binding on outflows. Since then, the bandwidth has been skewed towards the upper threshold (as the domestic interest rate has been higher than the covered interest rate for the most part) suggesting that controls have been binding on inflows. To sum up, most of the studies set in the Indian context have found mixed results. The more recent studies seem to indicate some degree of financial integration, but also suggest that integration is far from complete.
In this study, we take a fresh look at this question using a different approach. First, most prior Indian studies have been based either on the Indian Corporate Deposit rate or the T-bill rate. How well these rates reflect actual market opportunities for financial institutions in India is debatable. For example, an Indian bank cannot obviously raise funds at the T-bill rate. However, researchers have made use of proxies such as these mainly because of the lack of a well-developed term interbank market in India. In this study, we look at both short term (3 month) rates and a relatively longer term 1 year rate. For the 3 month period, we use the 3 month Mibor (interbank rate) as the domestic interest rate and the 3 month Libor as the foreign interest rate. A shortcoming of using the 3 month Mibor is that the term interbank money market in India is under-developed and illiquid. We therefore supplement these results by carrying out tests on 1 year rates relating to the Indian interest rate swap market. To our knowledge, this is the first study in the Indian context to investigate CIP and financial integration based on Indian interest rate swaps. Another noteworthy feature of the study is that the relationships tested are derived from arbitrage considerations. As elaborated upon later, it is possible for banks in India to carry out transactions which can, in effect, enable them to obtain term funding and make term investments at interest rates approximately equal to Overnight Indexed Swap (OIS) rates. We therefore propose that the Indian OIS curve is the best (though imperfect) measure of money market rates faced by an Indian bank. Further, using swap rates also allows us to conduct relatively longer horizon tests.

To sum up, our first approach to studying financial integration is based on CIP and the question is whether a stable long term relationship exists between the domestic interest rate and the covered interest rate, and whether the spread has decreased over time. Our second approach is to widen the focus from arbitrage considerations to other kinds of linkages between domestic and foreign rates. Apart from arbitrage, domestic and foreign interest rates may be linked due to trade-related reasons and adjustments undertaken by portfolio investors. We therefore use a Vector Error Correction Model (VECM) to analyze the dynamics of and investigate possible cointegration between US and Indian rates.

3. Indian swaps

An important part of this study is based on interest rate swaps. Thus we start with a brief introduction to the Indian swap market. A swap is a contract between two parties to exchange cash flows based on a formula. A plain vanilla interest rate swap (IRS) involves one party receiving a series of fixed cash flows and paying variable cash flows based on a floating interest rate applied to a notional amount. Interest rate swaps were first introduced in India in 1999, and are largely based on one of two benchmarks – overnight Mibor (Mumbai Interbank Offer Rate published by the National Stock Exchange or NSE), and the six-month Mifor (Mumbai Interbank Forward Offer Rate), which is a rate implied from the dollar-rupee foreign exchange (FX) market. Swaps based on the overnight Mibor are referred to as Mibor swaps, or alternatively as Overnight Indexed Swaps (OIS), and those based on the six-month Mifor are referred to as Mifor swaps. It is worth noting in this connection that the reason why the swap market is mostly based on one or the other of these two particular benchmark rates is primarily due to the lack of a well-developed term interbank market. In contrast, the overnight call market is active and liquid and provides a credible benchmark, namely overnight Mibor. As for Mifor, this is an innovation that is perhaps unique to the Indian market. It is not directly a market-determined interbank term rate. For maturities up to a year, it is defined and calculated (roughly) as the sum of the corresponding US Dollar Libor (London Interbank Offer Rate) and the forward premium on the US Dollar against the Indian Rupee (INR). For example, the 6 month Mifor (on which Mifor swaps are typically based) is calculated (approximately) as the sum of US Dollar Libor and the 6 month Dollar-Rupee forward premium. Therefore, the 6 month Mifor is essentially a covered interest rate. The concept of Mifor rates overcomes the limitation of the lack of a developed term interbank market by exploiting the availability of currency forward premia from a highly active domestic foreign exchange market.

The objective of this study is to determine integration, or the lack of it, of the rupee money market with that of the US dollar. We approach this question by investigating the relationship between the two Indian swap curves, namely the Mibor swap curve (OIS curve) and the Mifor swap curve. Under ideal conditions, we would expect almost complete convergence between the two swap curves. More realistically, after taking into account market frictions, testing for stationarity/convergence of the spread between Mibor and Mifor rates of corresponding maturities is effectively a test of covered interest rate parity and financial integration. Consider for example the 1 year Mibor swap (OIS) rate. It is a market-determined rate that contains the market’s expectations regarding the average overnight call money rate over the next one year. As shown below, there is a good argument to treat OIS rates as the best available proxies for term money market rates. The 1 year Mifor swap rate on the other hand will reflect market expectations about future US Dollar Libor rates and the forward premia on the US Dollar in the foreign exchange market. Despite the fact that the two swap rates appear to be based on very different economic variables, there is an arbitrage relationship between them. If the 1 year Mifor swap rate is lower than the 1 year Mibor swap (OIS) rate, then a bank with access to both domestic and international money markets can:

(i) raise term rupee funds at a covered interest rate equal to the 1 year Mifor swap rate by
a) Borrowing dollars at 6 month Libor and entering into a 6 month sell/buy dollar swap (with the interest payment in dollars due 6 months later covered with a forward contract)
b) Repeating this transaction after six months, and
c) Entering into a 1 year pay fixed, receive floating Mifor swap.

Note that payments received every six months on the floating leg of the Mifor swap will exactly offset the dollar payments to be paid every six months (the forward premium on the FX swap and interest payment on the foreign borrowing).

(ii) invest the rupee funds at the 1 year Mibor swap (OIS) rate by
a) Investing the funds in the Indian overnight money market
b) Rolling the funds over on a daily basis, and
c) Entering into a 1 year receive fixed, pay floating Mibor swap (OIS) rate

Note that the interest received from the rolled-over overnight investments will (more or less) offset the payment required to be made on the floating leg of the Mibor swap (OIS). Of course, the offset may not be exact as it may not be possible to invest each day in the overnight market at exactly the same rate as the Mibor fixing for the day. This point is discussed briefly later.

The transactions to be undertaken in the case where the 1 year Mifor swap rate is higher than the 1 year Mibor swap (OIS) rate are the opposite of the above. In such a case, a bank with access to both domestic and international money markets can:
(i) raise term rupee funds at an interest rate equal to the 1 year Mibor swap (OIS) rate by
a) Borrowing rupees in the overnight money market
b) Rolling over the borrowing on a daily basis, and
b) Entering into a 1 year pay fixed, receive floating Mibor swap (OIS).
(ii) invest the rupee funds so as to earn the 1 year Mifor rate by
a) Entering into a series of buy/sell dollar swaps every 6 months
b) Investing the dollar proceeds for 6 months at a time to earn 6 month Libor, and
c) Entering into a 1 year receive fixed, pay floating Mifor swap.

Thus, arbitrage considerations require equality between the Mibor (OIS) and the Mifor swap curves in equilibrium. It must be recognized that such arbitrage is not strictly riskless, primarily because there will be in practice some difference between the actual overnight rate at which the arbitrageur borrows or lends each day and the daily overnight Mibor fixing on which the OIS cash flows are calculated. There is a similar problem with respect to Libor borrowing and lending as well. But the risk (we propose) may be ignored to a first approximation. The uncertainty regarding cash flows as a result of this practical problem should be small, given the averaging effects on the deviations over the entire life of the swap. The above example is based on a 1 year term. Of course, the same sort of transactions can also be carried out using swaps of longer maturity.

4. Data and methodology

The data consist of the following monthly time series: rupee 3 month Mibor (an interbank rate), the 1 year Mibor swap (OIS) rate, the 3 month Mifor rate, the 1 year Mifor swap rate, the 3 month Libor, and the 1 year dollar swap rate. The raw data were sourced from Reuters, and converted into continuously compounded rates. The data cover the period from October 2002 through September 2009. Summary statistics for the domestic interest rate (hereafter referred to as Mibor), the covered interest rate (Mifor) and the US interest rate (Libor) are provided. The first set of variables consists of the 3-month Mibor, the 3-month Mifor and the 3-month dollar Libor (Table 1a). The second set of variables includes the one-year Mibor swap (OIS) rate, the one-year Mifor swap rate and the one-year US Swap rate (Table 1b). Further, the tables also contain summary statistics for the spread between the domestic and covered interest rates, which is also referred to as the Covered Interest Differential (CID).

Comparing the Indian 3 month rates (Mibor and Mifor) with the 3 month dollar Libor, we see that the standard deviations of the Indian interest rates are comparable to that of 3 month Libor. Similarly, the standard deviations of the Indian swap rates are comparable to that of the US swap rate. It is interesting to observe that 3 month Libor and the 1 year US swap rate show similar levels of negative kurtosis. Regarding the Indian rates, 3 month Mibor and 1 year Mifor show negative kurtosis, while 1 year Mibor (OIS rate) and 3 month Mifor show positive kurtosis. The
reason for this is not readily apparent. Also, both 3 month and 1 year Indian rates show more skewness than the corresponding dollar interest rate.

A necessary condition for two variables to be (uniquely) cointegrated is that each should be integrated of order 1, i.e. I(1). Table 2 provides the results of unit root tests carried out using the Dickey-Fuller approach. From Table 2, the results indicate that the test statistic cannot reject the null of I(1) in levels but rejects the null that the first difference is I(1) at 1% significance. Hence we conclude that Mibor, Mifor and Libor are each I(1) both for the 3 month and 1 year terms.

4.1 Tests of cointegration/convergence between Mifor and Mibor

We next focus on testing CIP. Our first approach is to run stationarity and regression-based tests on the spread between the Mibor and Mifor rates. Under ideal conditions, the spread would be zero. In the presence of market frictions, we would expect the spread to be contained within a band provided markets are integrated to a reasonable extent. The points of interests are (a) the width of this band (or the mean and standard deviation of the spread) and (b) whether the spread is either stationary or getting smaller over time. Accordingly, for the 1-year data set we carry out a set of tests (a similar set of tests are carried out for the 3 month data set):

a) Whether the 1 year OIS rate and the 1 year Mifor rates are cointegrated

b) Whether the spread is stationary
c) Whether the spread is getting smaller.

We first use the Engle-Granger two-step procedure to test for cointegration, which consists of regressing one variable on the other and testing the residuals for cointegration. However, it is well known that a univariate cointegration testing methodology, such as the Engle-Granger procedure mentioned above may be inefficient if the variables are jointly endogenous. We therefore use the tests developed in Johansen (1988), Johansen (1994) and Johansen and Juselius (1990) to further investigate possible cointegration between the Mifor and Mibor rates. A brief summary of the Johansen testing methodology follows below.

If \( X \) is an \( n \) dimensional column vector of I(1) variables, a VAR(p) model can be reformulated into vector error correction model (VECM) of the form;

\[
\Delta X_t = \pi X_{t-1} + \sum_{i=1}^{p-1} \pi_i \Delta X_{t-i} + \mu_0 + \mu_t + \varepsilon_t
\]

\[\pi = \alpha \beta', \]

where \( \alpha \) represents the speed of adjustment to disequilibrium and \( \beta \) is a matrix of long-run coefficients, both full rank \( n \times r \) matrices. The \( \mu_0 \) and \( \mu_t \) are \( n \times 1 \) vectors of constant and trend coefficients, \( \varepsilon_t \) is a \( n \times 1 \) error vector assumed multivariate normal, mean zero and variance \( \Omega \) that is independent across time periods. If the rank is zero (\( r = 0 \)) then \( \pi = 0 \), which means there is no linear combination of \( X_t \) that is stationary. If the rank of \( \pi \) matrix is equal to \( n \) then \( X_t \) is a stationary process. In the intermediate case, \( 0 < r < n \), there are \( r \) stationary linear combinations of the elements of \( X_t \) and \( n - r \) stochastic trends (Haug, et al. 2000). Given \( \pi = \alpha \beta' \), the relation between \( \alpha \) and the deterministic term, \( \mu_t = \mu_0 + \mu_t \), is crucial for the properties of \( X_t \) process. Five submodels are commonly derived from these interactions. These submodels are derived in detail in Johansen (1994), Haug et al. (2000) and Koukouritakis and Michelis (2008). We give the results from these five submodels following the ordering in Haug et al. (2000) and Koukouritakis and Michelis (2008) from the most to least restrictive. A summary of these submodels are as follows:

Model 0: \( \mu_t = 0 \), \( X_t \) has no deterministic terms and all stationary components have zero mean. This is termed trend (none) in Stata10 program. The other submodels that follow are termed restricted constant, unrestricted constant, restricted trend, and unrestricted trend for models 1*, 1, 2*, and 2 respectively in stata.

Model 1*: \( \mu_t = \alpha \beta_0 \), \( X_t \) has neither a quadratic trend nor a linear trend. But both \( X_t \) and the cointegrating relation \( \beta' X_t \) are allowed a constant term.

Model 1: \( \mu_t = \mu_0 \), \( X_t \) has a linear trend, but \( \beta' X_t \) does not.

Model 2*: \( \mu_t = \mu_0 + \alpha \beta t \), \( X_t \) has no quadratic trend but has linear trend that is present in the cointegrating relations.

Model 2: \( \mu_t = \mu_0 + \mu t \), allows for quadratic trend in \( X_t \) but \( \beta' X_t \) has only a linear trend.
Testing for cointegration amounts to finding the number of \( r \leq (n-1) \) linearly independent columns in \( \Pi \) (i.e. the rank of \( \Pi \)). The trace statistic \( (\hat{\lambda}_{\text{trace}}) \) (Johansen and Juselius, 1990) tests the null hypothesis that the number of distinct cointegrating vectors is less than or equal to \( r \) against a general alternative that rank \( (\Pi) = n \). This value is equal to zero when all the eigenvalues, \( \hat{\lambda}_i \), are zero. The further away the estimated roots (eigenvalues) are from zero the more negative is \( \ln(1 - \hat{\lambda}_i) \) and the larger the trace statistic.

\[
\hat{\lambda}_{\text{trace}}(r) = -T \sum_{i=1}^{r} \ln(1 - \hat{\lambda}_i)
\]

(3)

An alternative test, the maximum eigenvalue statistic \( (\hat{\lambda}_{\text{max}}) \), tests the null that the number of cointegrating vectors is \( r \) against the alternative of \( r + 1 \) cointegrating vectors.

\[
\hat{\lambda}_{\text{max}}(r, r+1) = -T \ln(1 - \hat{\lambda}_{\text{max}})
\]

(4)

where \( \hat{\lambda}_i \) are the estimated values of the eigenvalues (characteristic roots) obtained from the \( \Pi \) matrix, and \( T \) is the number of usable observations. Besides testing for cointegration between the domestic and covered interest rates, we also directly test for stationarity of and a possible trend in the spread between these rates (or the CID) as well as for stationarity of and trend in the absolute value of the spread.

4.2 Further cointegration tests between Indian and US swaps

The second approach is to use a VECM to investigate the dynamics of Indian and US interest rates. The main point of interest is the extent, if any, to which Indian and US interest rates are cointegrated. A VECM approach is used to test for cointegration among the 3 month (1 year) Indian rate, 3 month (1 year) covered rate and the corresponding US rate. Regardless of whether or not CIP holds, US and Indian interest rates may still share a common stochastic trend. The objective of the VECM approach is to test for the existence of such a trend.

5. Results

5.1 Cointegration and convergence test results.

We look first at the results for the cointegration test, mentioned in section 3.1, investigating the relationship between the domestic interest rate (Mibor) and the covered interest rate (Mifor). Table 3a contains the results of the two-step Engle-Granger test for cointegration. This two-step procedure consists of regressing one rate on another and testing the residuals for stationarity. Testing for stationarity is carried out using the Augmented Dickey-Fuller (ADF) methodology, which is similar to the Dickey-Fuller test except that the Dickey-Fuller regression is expanded to include as many lags as are required to remove autocorrelation in the residuals. The test statistics for both 3 month rates and 1 year rates are each greater than their respective critical values. Therefore the null hypothesis of lack of cointegration cannot be rejected at the 5% level of significance. Results from the Johansen tests are presented in Table 3b. For 1 year rates, the lag order selection criteria, namely the Akaike information criterion (AIC) and the log likelihood ratio (LR), indicate an optimal lag length of four. So we use four lags in the test for cointegration for the 1 year data. For the 3 month data, the AIC indicates an optimal lag length of three while the LR indicates two. To be conservative we use three lags in the test for cointegration for the 3 month data. For brevity only the rank \( (r) \) suggested by the trace and maximum eigenvalue tests are given in Table 3b. For both the 3-month and 1-year data sets, the results for all the five sub models obtained (Table 3b) from both the maximum eigenvalue and trace tests suggest that the rank is zero at the 1% and 5% levels. Clearly, the indication here is that the two variables are not cointegrated. Thus, domestic and covered interest rates do not appear to share a stable, long term, linear relationship.

We next provide results of the test on the stationarity (Table 4) of the spread (the difference) between Mibor and Mifor. Let Spread = Mibor − Mifor. An Augmented Dickey Fuller (ADF) test is used to test for stationarity of Spread. We also test the stationarity of the absolute spread. In both cases a trend variable is included. For both the 1-year and 3-month periods, the null hypothesis of unit root for the spread cannot be rejected, but is rejected for the first difference of the spread (last two columns of Table 4). Hence the spread is not stationary but \( I(1) \). Given the lack of cointegration between the domestic and covered interest rates found earlier, this is expected. Figure 1 shows the behavior of the spread over time. We also use ADF to test stationarity of the absolute value of spread (absspread). The results are shown in the third row of Table 4. Like the spread, the absolute spread is not stationary but \( I(1) \). The coefficient on the trend variable in the ADF test in all cases is highly insignificant.

To test if the lack of cointegration between the two variables may be due to the recent financial crisis, we re-estimate the results shown in this section using a subsample spanning the period October 2002 through June 2007. The results obtained for cointegration are basically similar to those of the full sample presented in Table 3b.
Specifically, the results show no indication of cointegration between the two variables, and neither the spread nor the absolute spread is stationary. Both were found to be I(1). We therefore find little evidence in support of the hypothesis that the lack of a long term relationship is a result of the recent crisis. The trend evidence however suggests that the spread (and absolute spread) was declining prior to the crisis. The coefficient on the trend variable in the ADF is significant for both (p values of 0.018 and 0.066 respectively).

5.2 Further cointegration test results

The results for the cointegration test mentioned in section 3.2 are discussed in this subsection. In this approach, the dynamics of the set of three variables: the domestic interest rate (Mibor), the covered interest rate (Mifor), and the US interest rate (Libor) is analyzed using both 3 month and 1 year rates. We use a three variable VECM as in equation (2) in section 3.1, where X is a column vector consisting of the three I(1) variables: Mibor, Mifor, and Libor. The LR and AIC test indicate an optimal lag length of four for the 1 year data set and two for the 3 month data set respectively. For brevity only the rank (r) suggested by the trace and maximum eigenvalue tests are given in Table 5. Take the one- year period data first. The result obtained from the max test statistics, for all sub models, is that the rank is zero at the 1% and 5% levels. However the trace statistic indicates a rank of one for some of the submodels at the 5% level. Thus, the results of the trace test conflict with those of the other. For the three-month data, the results in favor of cointegration are even weaker. Thus overall, the three variables seem to be weakly, if at all, cointegrated.

6. Discussion

We have investigated the relationship between the 3 month (1 year) domestic interest rate and the 3 month (1 year) covered interest rate. Testing for cointegration/convergence between the domestic and covered interest rates is a test of covered interest rate parity and thus of financial integration of the Indian rupee money market with the US dollar money market. Of course, given the fact of restrictions on convertibility of the rupee, we do not expect perfect integration. However, restrictions on capital movements have been considerably eased over the last decade and the question is whether this liberalization has resulted in any appreciable degree of integration. Further, prior research suggests that Indian markets may show a greater degree of de facto integration with global markets despite a lack of de jure openness (Patnaik and Shah, 2010). A related question is whether the degree of integration has been increasing over time.

The results of the current study are not highly supportive of covered interest rate parity. There is a substantial spread between domestic interest rates and corresponding covered interest rates. For example, the average spread between the 1 year Mibor swap (OIS) rate and the 1 year Mifor swap rate is around 85 basis points. Further, this is a long-lasting phenomenon, not something that exists only for short periods of time before getting arbitraged away. Nor is there any evidence that the spread is getting smaller with time. Such a long-lived, wide spread reflects impediments to arbitrage rather than temporary market inefficiency. Theoretically, the possible impediments are taxes, transactions costs, capital market regulations, credit (counterparty) risk and country risk. Let us consider each of these. Withholding taxes are low in both the US and India, and the two countries have a tax treaty that protects investors against double taxation (see the Tax Convention with the Republic of India available at: http://www.unclefed.com/ForTaxProfs/Treaties/inditech.pdf for information relating to the US India tax treaty effective from January 1991). Therefore, CIP failure cannot be attributed to taxes. Transactions costs are unlikely to account for much more than 10 basis points given that studies carried out on pairs of advanced economies reveal CIP deviations of only such a magnitude. For example, Frenkel and Levich (1981) estimate transactions costs using bid-ask spreads for the US dollar-Canadian dollar pair to be 0.125% per annum. Estimates by Clinton (1988) for a group of five Euro-currencies against the US dollar are even smaller at 0.06%, and the estimate by Balke and Wohar (1997) for the US-UK currency pair is only marginally higher at 0.08%.

Capital Market controls and risk considerations (counterparty and country risk) remain possibilities. Consider the current situation in which the Mifor swap rate is lower than the OIS rate. Arbitraging this discrepancy requires borrowing dollars at (close to) Libor, investing the borrowed funds in the Indian money market, and covering the foreign exchange risk by purchasing dollars forward. Indian banks cannot exploit this opportunity, as they are not likely to be able to raise dollar funding in the Eurodollar interbank market at anything close to Libor. However, there are many foreign banks that operate in India, and at least some of these banks should be able to obtain overseas dollar funding at Libor. Anecdotal evidence indicates that some foreign banks are indeed exploiting this opportunity, but the scale of this activity is clearly not large enough to eliminate the spread. There are reasons why foreign banks are not likely to be able to undertake this arbitrage to the fullest extent. Firstly, there are limits imposed by the central bank (Reserve Bank of India) on both the amount of overseas borrowing as well as on the amount of domestic overnight lending (refer to Mohan, 2007 and Thorat, 2010 for a summary of main regulations in this
regard). The Master Circulars issued by Reserve Bank of India on (i) Call/Notice Money Market Operations in 2009 (Reserve Bank of India, 2009) and (ii) Risk Management and Interbank Dealings in 2006 (Reserve Bank of India, 2006) contain the original directives issued by the Central Bank. The Reserve Bank of India (2008-2009) annual report provides updated regulatory measures relating to money and foreign exchange markets. Further, beyond a certain point, foreign banks will need substantially higher returns from local lending in Indian money markets funded by overseas borrowing. To put it differently, foreign banks would run up against internal risk limits, such as counterparty (credit) risk limits with respect to lending in Indian money markets and cross-currency funding limits with respect to funding positions in one currency by borrowing in another. Lastly, it is also possible that foreign banks are curbing such arbitrage transactions to avoid incurring the displeasure of Indian monetary authorities.

Determining which of the constraints is/are binding is left for future research. One argument why counterparty risk is unlikely to be an important is that arbitrageurs can always lend in the Indian money market on a collateralized basis, for example, using “Collateralized Borrowing and Lending Obligations”, a money market instrument introduced by the Reserve Bank of India in the fiscal year 2002-03 (refer to the Reserve Bank of India, 2005-2006 Report on Currency and Finance). That leaves controls on overseas borrowing, overnight lending restrictions and country risk. If foreign banks are using external borrowing to the limit, then the reason for CIP violation is probably capital controls on such borrowing. If that is not the case, but foreign banks are using overnight lending limits to the fullest extent, then the reason could be overnight lending restriction. If neither of the above is true, then it must be country risk.

The second set of tests was on the relationship between US and Indian interest rates. VECM results indicate some degree of three-way cointegration between the domestic, covered and dollar (foreign) interest rate. This is especially interesting given lack of cointegration between the domestic interest rate and the covered interest rate. Taken in conjunction, these results indicate that the dollar-rupee forward premium is at least partly driven by factors other than the interest rate differential. This is consistent with previous studies such as Sharma and Mitra (2006) who conclude that the forward premia on the dollar against the rupee, in addition to being influenced by the interest rate differential, are also affected by hedging demand and supply conditions, and George and Mallik (2009b) who find that current account-related factors have an important influence on forward premia.

Lastly, the existence of cointegration (however weak) between Indian and US interest rates suggests that there may be channels other than arbitrage that link Indian and global markets. Despite not being cointegrated with each other, it is possible that domestic and covered interest rates may share a common stochastic trend with US rates. The link could be trade-related. Alternatively, changes in US rates may lead to adjustments by multinational firms and portfolio investors. Investigating the nature of these possible linkages is left for future research.
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Table 1a. Summary Statistics of 3 Month Rates (in per cent)

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Mibor</th>
<th>Mifor</th>
<th>Libor</th>
<th>Mibor-Mifor spread</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>7.00</td>
<td>5.27</td>
<td>3.03</td>
<td>1.73</td>
</tr>
<tr>
<td>Standard Error</td>
<td>0.21</td>
<td>0.25</td>
<td>0.19</td>
<td>0.17</td>
</tr>
<tr>
<td>Median</td>
<td>6.25</td>
<td>5.02</td>
<td>2.94</td>
<td>1.31</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>1.96</td>
<td>2.29</td>
<td>1.70</td>
<td>1.59</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-0.48</td>
<td>0.67</td>
<td>-1.54</td>
<td>1.11</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.72</td>
<td>0.36</td>
<td>0.19</td>
<td>0.95</td>
</tr>
<tr>
<td>Range</td>
<td>7.19</td>
<td>12.36</td>
<td>4.97</td>
<td>8.46</td>
</tr>
<tr>
<td>Minimum</td>
<td>4.49</td>
<td>0.33</td>
<td>0.52</td>
<td>-1.72</td>
</tr>
<tr>
<td>Maximum</td>
<td>11.69</td>
<td>12.69</td>
<td>5.49</td>
<td>6.74</td>
</tr>
</tbody>
</table>

Table 1b. Summary Statistics of 1 Year Rates (in per cent)

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Mibor</th>
<th>Mifor</th>
<th>US swap</th>
<th>Mibor-Mifor spread</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>5.86</td>
<td>5.01</td>
<td>3.08</td>
<td>0.85</td>
</tr>
<tr>
<td>Standard Error</td>
<td>0.15</td>
<td>0.20</td>
<td>0.18</td>
<td>0.13</td>
</tr>
<tr>
<td>Median</td>
<td>5.51</td>
<td>4.98</td>
<td>2.96</td>
<td>0.63</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>1.37</td>
<td>1.86</td>
<td>1.62</td>
<td>1.23</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.35</td>
<td>-0.25</td>
<td>-1.50</td>
<td>0.42</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.76</td>
<td>0.36</td>
<td>0.14</td>
<td>0.61</td>
</tr>
<tr>
<td>Range</td>
<td>6.30</td>
<td>8.50</td>
<td>4.97</td>
<td>6.61</td>
</tr>
<tr>
<td>Minimum</td>
<td>3.66</td>
<td>1.78</td>
<td>0.63</td>
<td>-1.76</td>
</tr>
<tr>
<td>Maximum</td>
<td>9.95</td>
<td>10.28</td>
<td>5.60</td>
<td>4.85</td>
</tr>
</tbody>
</table>

Table 2. Dickey Fuller Unit Root Tests

<table>
<thead>
<tr>
<th>Variable</th>
<th>Test statistic (levels)</th>
<th>Test statistic (first difference)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 year</td>
<td>3 month</td>
</tr>
<tr>
<td>Mibor</td>
<td>-1.472</td>
<td>-1.327</td>
</tr>
<tr>
<td>Mifor</td>
<td>-1.642</td>
<td>-2.573</td>
</tr>
<tr>
<td>Libor</td>
<td>-0.270</td>
<td>-0.626</td>
</tr>
</tbody>
</table>

Note: Critical value at 1% is -3.535, and -2.904 at 5%.

Table 3a. Engle-Granger Test of Cointegration between Domestic and Covered Interest Rates

<table>
<thead>
<tr>
<th>3 month rates</th>
<th>1 year rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF (lag 4)</td>
<td>LM(1)</td>
</tr>
<tr>
<td>-1.7638</td>
<td>0.0474</td>
</tr>
</tbody>
</table>

Note: LM(1) and LM(4) are Lagrange-Multiplier test statistics and test for autocorrelation of up to the first and fourth order respectively. The 5% significance level critical values are as follows: DF statistic, -2.89; ADF statistic, -3.39; LM(1) statistic, 3.84; and LM(4) statistic, 9.49.

Table 3b. Test of Cointegration for Mibor and Mifor Under Different Restrictions

<table>
<thead>
<tr>
<th>Submodel for one year (1 yr) and three month (3m) Data</th>
<th>Maximum eigenvalue test ($\lambda_{\text{max}}$)</th>
<th>Trace test ($\lambda_{\text{max}}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1% level</td>
<td>5% level</td>
</tr>
<tr>
<td></td>
<td>1 yr</td>
<td>3m</td>
</tr>
<tr>
<td>Model 0. Trend (None)</td>
<td>0*</td>
<td>0</td>
</tr>
<tr>
<td>Model 1*. Trend (rconstant)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Model 1. Trend (constant)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Model 2*. Trend (rtrend)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Model 2. Trend (trend)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: * indicates the rank ($r$) is zero. The null hypothesis of no cointegration cannot be rejected at the 5% and 1% level. The results shown here are based on four lags for the 1-year data (1 yr), and 3 lags for the 3-month data (3m) indicated by the AIC tests as optimal.
Table 4. Augmented Dickey Fuller (ADF) Unit Root Test for Spread.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Test statistic</th>
<th>First difference of test statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 yr</td>
<td>3m</td>
</tr>
<tr>
<td>Spread</td>
<td>-2.02</td>
<td>-1.96</td>
</tr>
<tr>
<td>Absolute spread</td>
<td>-2.40</td>
<td>-1.98</td>
</tr>
</tbody>
</table>

Note: Four lags are used. The critical values are -4.09 and -3.47 at the 1% and 5% significance level. A trend is included in the ADF test. The coefficient on the trend variable in the ADF test in all cases is highly insignificant.

Table 5. Test of Cointegration for Mibor, Mifor and Libor Under Different Restrictions

<table>
<thead>
<tr>
<th>Submodel For one year (1 yr) and three month (3m) Data</th>
<th>Maximum eigenvalue test ($\lambda_{max}$)</th>
<th>Trace test ($\lambda_{max}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1% level</td>
<td>5% level</td>
</tr>
<tr>
<td>Model 0. Trend (None)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Model 1*. Trend (rconstant)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Model 1*. Trend (constant)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Model 2*. Trend (rtrend)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Model 2. Trend (trend)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: a) Indicates the rank ($r$) is zero. The null hypothesis of no cointegration cannot be rejected at the 1% level. b) Indicates the rank ($r$) is one. The null hypothesis of no cointegration is rejected at the 5%, but not at the 1% level.

Figure 1. Plot of Mibor-Mifor Spreads