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Abstract 

A new construct called market-scanning capability has been conceptualized that captures firms’ capability to 
sense or to respond to the changes in the marketplace. The second-order reflective construct was found to have 
four first-order components that are named as CustInfo (i.e., collection of information about customers), 
CmpInfo (i.e., information regarding competitiveness), MktResp (i.e., responsiveness to collected market-related 
information) and Coord (i.e., coordination among different business units of the firm). The first-order 
components of market-scanning capability construct provide a theoretical understanding useful to the 
practitioners who want to design the business processes to revamp the market-scanning capability of their 
organizations.  
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1. Introduction 

In a dynamic business environment, the existing opportunities may disappear causing firms to loose the 
competitive advantages they once had - even though their static resources did not change. Hence, when the 
business environment is changing, resource-based view of the firm is insufficient to explain how firms gain and 
sustain competitive advantages. Wiggins and Ruefli (2002; 2005), drawing on the works of Schumpeter (1939; 
1942) and D’Aveni (1994), explained how hyper-competition diminishes competitive advantage among firms. 
Due to rapid changes in the business environment, firms are finding it increasingly difficult to retain for a longer 
time their strategic advantages over their competitors. Hence, sustainable competitive advantage is increasingly 
becoming dependent on the firms’ ability to create a series of advantages over time (Wiggins and Ruefli 2005). 
In other words: firms that are operating in business environments characterized by high ‘clock-speed’ (Fine 
1998), develop capabilities that enable them to create a series of temporary advantages which, in turn, help 
sustain competitive advantages over time (D’Aveni 1994; Brown and Eisenhardt 1998). In pursuit of identifying 
and benefiting from these temporary advantages on a continuous basis, firms have to develop information 
collecting and processing capabilities to sense the changing business environment and to find tangible ways to 
respond to those changes.  

Haeckel (1999) proposed that enterprises operating in dynamic environments have to be adaptive and suggested 
that the success of these firms can be explained by a ‘sense-and-respond’ framework. This framework 
emphasizes firms’ need to understand the changes in their business environment and provides a specific 
guideline regarding how to remain viable in the context of their evolving business environment. Firms using this 
framework invest in early detection of ‘weak signals’ (Ansoff 1975) to broaden their ‘peripheral vision’ (Day and 
Schoemaker 2006, Haeckel 2004). The sense-and-respond framework provides a firm its business context, helps 
its leaders to define reason for being, governing principles and high-level structure of the business (Haeckel 
2000). A sense-and-respond mindset enable managers to identify weak signals what may first appear to be 
random noise, to ‘imagine’ these signals into a sense-making pattern, and to make decisions to respond to these 
changes that are happening in the business environment. In this context, a capability that firms need to sustain 
their competitive advantage is the ability to sense the changing nature of their business environment so that they 
can take steps to monetize the expected changes. Market-Scanning Capability (MktScan) makes firms aware of 
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market opportunities – both explicit and tacit – within the industries in which they operate. MktScan capability 
also facilitates finding of new opportunities beyond the market segments that are currently on focus.  

While all firms need to scan their business environment, a high level of scanning capability in market domain 
may be more necessary for firms in dynamic industries; since they often experience high intensity change 
(Cetron and Davies 2001; Day and Schoemaker 2004) and high uncertainties. Fast changing trends in 
development techniques and technology, customer preference and other environmental factors can deprive a firm 
of its current leading market position, allowing others, which place priority on innovation, to take the lead. One 
such example is Wang Computer, which “led the word processing industry in the early 1980s before Apple and 
IBM introduced PCs with word processing software…Wang could not see how PCs offered customer value. As a 
result, Wang’s sales dropped and it went bankrupt” (Cohan and Unger 2006). To avoid such outcomes, firms 
need to search for and effectively use the latest information when innovating new products and services, 
enabling them to achieve sustainable competitive advantage (Han et al. 1998).  

More market-oriented firms perform better than their less market-oriented counterparts (Narver and Slater 1990; 
Ruekert 1992; Deshpande et al. 1993; Jaworski and Kohli 1993; Slater and Narver 1994; Atuahene-Gima 1995; 
Pelham and Wilson 1996; Pitt et al. 1996). Firms with a high degree of market-scanning activities have an 
improved capability to process information that relates to the changes in customer choice, significantly reducing 
demand uncertainty for their products and services; i.e. these firms have a better idea about ‘what needs to be 
done’. Firms explore ideas for new products and services to meet identified and unexpressed customer needs 
(e.g., 'lead users' in von Hippel, 1988).  

2. A Measurement Scale for Market-Scanning Capability (MktScan) 

Although a scale for market-scanning capability did not exist, several scales to measure the market orientation of 
a firm have been proposed and discussed in the literature. The relevant items from various market orientation 
scales were used to develop a new scale for market-scanning capability. Kohli and Jaworski (1990) used the 
MARKOR scale and Narver and Slater (1990) proposed the MKTOR scale to measure market orientation. Kohli 
and Jaworski (1990) described market orientation as “the organization-wide generation of market intelligence 
pertaining to current and future customer needs, dissemination of the intelligence across departments, and 
organization-wide responsiveness to it”. According to Narver and Slater (1990), market orientation comprises 
three behavioral components – customer orientation, competitor orientation and inter-functional co-ordination. 
They also described market orientation as an “organizational culture that effectively and efficiently creates” 
these behaviors. Han et al. (1998) used a combination of the existing scales from the literature, primarily 
influenced by Narver and Slater (1990), when examining the role of innovation in the relationship between 
market orientation and performance. Also, Narver et al. (2004) described two separate scales to measure the 
market orientation of a firm – proactive market orientation and reactive market orientation. In order to identify 
the items for a scale to measure firm-level market-scanning capability (MktScan) of firms, the following three 
market orientation scales were used: the market orientation scale proposed by Narver and Slater (1990), 
proactive market orientation scale proposed by Narver et al. (2004) and reactive market orientation scale used by 
Narver et al. (2004). An online survey was conducted as part of a larger project that included 17 items taken 
from the above-mentioned scales of market orientation. Only items that were closer to the ‘face-validity’ of 
market-scanning capability were considered as potential items for the scale.  

3. Data Collection 

The resulting survey instrument was delivered through the web to a national sample of manufacturing firm 
managers in Canada. A web-based survey was selected as a methodological option because of the benefits of 
speed, reasonable cost, and easy accessibility, and because of the geographic dispersion of the target participants 
(Ilieva et al. 2002; Deutskens et al. 2004; Cole 2005; Evans and Mathur 2005; Deutskens et al. 2006; Deutskens 
et al. 2006). When the contact email information of C-level officers (e.g., CEO, CTO) was not available, 
preference was given to recruit someone from Marketing, General Management, or R&D departments. 

The Industry Canada database of Canadian Company Capabilities (CCC 2008) was used to find contact 
information of Canadian companies who are engaged primarily in manufacturing. A total of 17,272 usable 
contacts (i.e., email addresses) for firms who listed their primary business activity as ‘Manufacturer / Processor / 
Producer’ were available. These firms were invited through email to participate in a web-based survey. The 
contact rate for the survey was 77.3%, while the cooperation rate was 3.1%. With an initial count of responses of 
476 cases (which included those responses that had some missing values), the response rate was 2.8%. A few 
other contacts attempted to take the survey, but their responses did not include enough data points; therefore 
these cases were discarded by the Survey Research Centre at the University of Waterloo (SRC at uWaterloo), 
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that conducted the survey. Every effort was made to increase the response rate by development of a user-friendly 
interface, by careful design of the questionnaire so that the questions were unambiguous, and by use of 
reminders. Also, the service of SRC at uWaterloo was used to conduct the survey with the expectation that the 
reputation of the university would help increase the response rate. The main body of the survey consisted of a list 
of 7-point Likert scale questions. The survey also asked questions about profiles of the business and about 
characteristics of the individual respondents within the business.  

3.1 Remedies for Possible Systemic Bias in Survey Data 

Podsakoff et al. (2003) defined social desirability as “tendency on the part of individuals to present themselves in 
a favorable light, regardless of their true feelings about an issue or a topic.” This view arises from people’s need 
for perceived social acceptance and their belief that such an acceptance can be attained by means of culturally 
acceptable and appropriate behavior (Crowne and Marlowe 1964). According to Ganster et al. (1983), social 
desirability may suppress a true relationship, serve as a moderator for a relationship between two other 
constructs, or, at least, can change the strength of a relationship. Each of the questions in the survey instrument 
was examined and improved to avoid social desirability bias. Anonymity reduces the common method variances 
caused by social desirability of the respondents. The design and delivery method of the survey ensured 
anonymity, and respondents were aware of the fact that their responses were anonymous. 

When respondents let their personal feelings and knowledge influence their rating of a particular item or person, 
the resulting bias has been defined as leniency bias (Guilford 1954; Schriesheim et al. 1979; Farh and Dobbins 
1989; Vinton and Wilke 2011). When raters are familiar with the ratee or the researchers who are conducting the 
survey, the familiarity might influence the responses. Selections of respondents who are unknown to the 
researcher and ensuring anonymity of the respondents in a web survey method usually help to avoid this kind of 
bias. The same approach was used in the present study by selecting respondents who did not have prior 
knowledge of the researchers. 

People in general have a tendency to appear consistent and rational in their responses. Research suggesting that 
people try to maintain consistency between their cognition and attitudes supports this observation. When it 
comes to a survey, this inherent tendency leads people to search for similarities in the questions and make an 
effort to answer those consistently. This tendency of respondents is called consistency motif (Podsakoff and 
Organ 1986; Johns 1994; Schmitt 1994) or the consistency effect (Salancik and Pfeffer 1977). The tendency is 
particularly problematic when the survey questions ask for retrospective accounts of people’s attitudes, 
perception and behaviors (Podsakoff et al. 2003). As part of research design, changing the order of the questions 
as they are presented to the respondents would minimize the bias caused by consistency motif. Hence the order 
of the questions was randomly changed for the current study to achieve this goal. 

As in the tendency of people to be influenced by social desirability, sometimes it is a property of the items in a 
construct or a questionnaire that has a similar influence (Thomas and Kilmann 1975; Nederhof 1985). For this 
phenomenon of item social desirability, items with more social desirability could exhibit a stronger as opposed to 
the same correlation due to the underlying constructs that these were intended to measure. In order to reduce the 
potential for such bias, it is important to avoid sensitive wordings that might act as a cue for the respondents. The 
questions were carefully reviewed to avoid such biases for the current study. 

The opinion of a respondent about the content of a specific item in a questionnaire is often influenced by the way 
it is presented. When items are presented in a complex or ambiguous way, the respondents are prone to develop 
their own idiosyncratic meaning for them (Podsakoff et al. 2003), thereby creating the possibility of respondents’ 
own biased tendencies (e.g., social desirability, leniency) becoming more pronounced. This complexity of or 
ambiguity to the item could be introduced by the use of technical jargon or colloquialisms (Spector 1992), 
double-barreled questions (cf. Hinkin 1995), unfamiliar or infrequently used words (Peterson 2000), or words 
with multiple meanings (Peterson 2000). Careful consideration of the wording of the questionnaire can reduce 
this bias, as was done in several steps in the current study. 

Measurement context may also be responsible for common method variances. When both independent and 
dependent variables are measured concurrently, the likelihood of sharing systemic co-variation among them 
increases (Podsakoff et al. 2003). Measurement context is also influenced by both the location and the medium 
of the survey. For example, the face-to-face interview method induces more socially desirable responses than 
computer administered surveys (Martin and Nagao 1989; Richman et al. 1999). Since the current study was 
administered through the web, with invitations sent through email addresses, it had the advantage of being 
impersonal, likely affected by less social desirability bias. Moreover, the popularity of broadband internet 
accessibility would enable a web-based survey to be taken by the respondents in a variety of situations, perhaps 
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reducing some common method variances arising from the single-type of location (e.g., an office environment). 
Although it was not asked whether the respondents completed the survey in one sitting, it is plausible to expect 
that some of the respondents answered some of the questions in work environment while completing the 
remaining questions in a different physical setting. 

4. Analysis: Components of Market-Scanning Capability (MktScan) Scale 

Market-scanning capability scale was modeled as a reflective construct. Researchers have also suggested an 
alternate way to model constructs which are formative in nature. Formative indicators are observed variables that 
‘cause’ the latent variable as opposed to ‘being affected’ by the latent variable as is the case of reflective 
indicators (Bollen 1989; Bollen 2002). The direction of causality between indicators and latent constructs are 
opposite in formative and reflective models (MacCallum and Browne 1993). Formative constructs are driven by 
theory, and the items that constitute the latent formative constructs are not necessarily correlated (1999). In the 
formative model, all the items are necessary parts of the constructs, so dropping an indicator may change the 
conceptual domain of the construct.  

Compared with the characteristics mentioned for formative indicators, reflective constructs can be independently 
modeled without interaction with other constructs (Rossiter 2002). Hence, the results are more generalizable and 
can be compared across studies. Hence, reflective constructs are more commonly used by social science 
researchers (Bollen 2002). Diamantopoulos and Winklhofer (2001) asserted: “The choice between a formative 
and a reflective specification should primarily be based on theoretical considerations regarding the causal 
priority between the indicators and the latent variable involved.” Considering the theoretical aspects of the 
construct, a reflective model for the market-scanning capability (MktScan) was chosen since the indicators of the 
construct can be interchangeable to some extent and dropping a single indicator should not alter the conceptual 
domain of the construct. Indicators of the construct are also expected to co-vary. Lastly, since a common 
nomological net can be found for the construct indicators while considering the individual items, a reflective 
model seemed appropriate. 

4.1 Factor Analysis of MktScan Items 

Factor analysis (FA) is closely aligned with the development of a new scale since factor analysis helps 
researchers to “understand the latent factors or constructs that account for the shared variance among items” 
(Worthington and Whittaker 2006). There are a number of FA techniques available for factor extraction, 
including principal-axis factoring, maximum likelihood, image factoring, alpha factoring, and un-weighted and 
generalized least squares. Among these, principle-axis factoring and maximum likelihood are two widely used 
techniques. While Gerbing and Hamilton (1996) asserted that these two techniques are equally effective, 
Gorsuch (1997) reminded that occasional problems are more likely with maximum-likelihood than with 
principle-axis factoring. For the current study, principle-axis factoring was used to extract the underlying factors 
for the MktScan scale. 

Next, the choice of rotation method was considered; typically two types of rotation are used – orthogonal and 
oblique. When the set of factors underlying a given items-set are assumed to be or known to be uncorrelated, 
then orthogonal rotation is recommended. When such factors are assumed to be or known to be correlated, 
oblique rotation is used (Gorsuch 1983; Thompson 2004). For the MktScan scale, the underlying factors were 
expected to be correlated to some extent, and hence, oblique rotation was preferred. Worthington and Whittaker 
(2006) further suggested that even if a theoretical understanding might indicate an uncorrelated factor set, data 
might exhibit correlation, suggesting the use of oblique rotation. Loehlin (1998) further suggested that 
orthogonal rotation often over-estimated loadings of individual items, even when both types of rotation produce 
similar factor structures. An over-estimation in loadings, if that occurred, would likely cause retention of items 
even when they were unnecessary. All these observations lent support for the choice of oblique rotation. 

For choosing the number of factors to retain, Kaiser (1958) and Cattell (1966) provided important guidelines. 
Both used Eigenvalues to determine which factors to retain and which ones to drop. Kaiser (1958) suggested that 
factors with Eigenvalues of less than 1 are potentially unstable, so those should be dropped. On the other hand, 
Cattell (1966)  used relative values of Eigenvalues to perform a Scree-test and estimated the correct number of 
factors. Gerbing and Anderson (1988), Tinsley and Tinsley (1987), Floyd and Widaman (1995) and Costello and 
Osborne (2005) also used Scree-test, sometimes in combination with other procedures.  

With the above-mentioned guidelines, a factor analysis was performed on the seventeen items listed in Table 1 
using SPSS 16.0 with principal axis factoring and promax rotation. Worthington and Whittaker (2006) suggested: 
“Conceptual interpretability is the definitive factor-retention criterion. In the end, researchers should retain a 
factor only if they can interpret it in a meaningful way no matter how solid the evidence is for its retention based 
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on the empirical criteria”. At the end, factor analysis is a combination of empirical and subjective approaches to 
find a solution that makes sense. Four underlying factors were found which were also conceptually coherent and 
these four factors were CustInfo, CmpInfo, MktResp and Coord. Upon further analysis, one item was dropped 
resulting in MktScan scale of sixteen items with Cronbach’s Alpha of 0.875. Table 1 shows the list of individual 
items as they correspond to the different factors, their item loadings, Cronbach’s Alpha of the scale factors and 
cross-correlations among and between factor pairs. Following is a discussion on the naming of the four retained 
factors of market-scanning capability.  

4.1.1 CustInfo (Customer Information Collection) 

With six items, CustInfo factor measured firm’s inclination to proactively understand its customers’ present and 
future needs. These items measured the extent to which firms used lead users to better understand the needs of 
their potential customers, the extent to which firms had internal brainstorming to absorb and understand the 
needs of their current customers, the extent to which firms tried to extrapolate the available data to understand 
the nature of changes that might happen in the future and to the extent firms tried to find out about their 
customers’ unexpressed needs. These six items correlated strongly with Cronbach’s Alpha of 0.843. This factor 
alone explained 32.166% of the variance of the MktScan scale.  

4.1.2 CmpInfo (Competitiveness Information) 

The CmpInfo factor explained 8.264% of the MktScan scale variance. The Cronbach’s Alpha of this 3-item 
factor was 0.739. It encapsulated the competitiveness aspect of the firms’ market information collection and 
processing activities. The items measured whether firms view themselves as more customer oriented than their 
competitors. It also captured whether firms view themselves as better in understanding their own customers’ 
needs compared to their competitors. 

4.1.3 MktResp (Responsiveness to Market Information) 

MktResp was a 3-item factor that measured the responsiveness of firms to the market information that they 
collected. This factor explained 2.939% of the variance with a Cronbach’s Alpha of 0.676. This factor examined 
whether firms respond to the market changes that might be initiated by one of their rivals. It looked at firms’ 
organizational structure to examine whehter it is well positioned to serve target markets. Also, the factor takes 
into account whether it is high on the agenda of firms’ top management as demonstrated in their regular visits to 
customer installations. 

4.1.4 Coord (Coordination) 

This 4-item factor measured coordination aspects of firms’ market information collection and it explained 
2.637% of the MktScan scale variance. Coordination within firms was reflected in sharing resources among 
business units, sharing of information and customer experiences among business units and involvement of top 
management in identifying important issues. Also, the factor examined whether different functional areas of a 
firm exchanged information about their success and failures with customers to make sure that no 
customer-related mistakes are repeated and to promote practices that led to making customers happier. The 
Cronbach’s Alpha of the factor was 0.708. 

 

Table 1. Factor analysis of mktscan scale items (N=467, α=0.875) 

 

Items Item 
Loadings 

Factor Names and Corresponding 
Cronbach’s Alpha, Eigenvalues, % of 
Variance Explained and Cross-Correlations 

MktScan1: We help our customers anticipate 
developments in their markets. 0.590 Factor 1: CustInfo 

Cronbach’s Alpha = 0.843 

Eigenvalue = 5.998 

% of Variance Explained = 32.166 

Correlation with CmpInfo = 0.413 

Correlation with MktResp = 0.476 

Correlation with Coord = 0.579 

 

MktScan2: We continuously try to discover 
additional needs of our customers of which they 
are unaware. 

0.670 

 

MktScan3: We brainstorm on how customers 
use our products and services. 

0.550 

MktScan4: We search for opportunities in areas 
where customers have a difficult time expressing 
their needs. 

0.702 
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MktScan5: We work closely with lead users who 
try to recognize customer needs months or even 
years before the majority of the market may 
recognize them. 

0.873 
 
 

 

MktScan6: We extrapolate key trends to gain 
insight into what users in a current market will 
need in the future. 

0.663 
 

MktScan7: We constantly monitor our level of 
commitment and orientation to serving customer 
needs. 

0.607 Factor 2: CmpInfo 
Cronbach’s Alpha = 0.739 
Eigenvalue = 1.923 
% of Variance Explained = 8.264 
Correlation with MktResp = 0.600 
Correlation with Coord = 0.548 

MktScan9: Our strategy for competitive 
advantage is based on our understanding of 
customers’ needs. 

0.544 

MktScan10: We are more customer-focused than 
our competitors. 

0.704 

MktScan13: We respond rapidly to the 
competitive actions of our rivals. 

0.485 Factor 3: MktResp 
Cronbach’s Alpha = 0.676 
Eigenvalue = 1.049 
% of Variance Explained = 2.939 
Correlation with Coord = 0.585 
 

MktScan14: Top managers from each of our 
business units regularly visit customers. 

0.553 

MktScan15: Business functions within our 
organization are integrated to serve the target 
market needs. 

0.633 

MktScan8: We freely communicate information 
about our successful and unsuccessful customer 
experiences across all business functions. 

0.549 
 

Factor 4: Coord 
Cronbach’s Alpha = 0.708 
Eigenvalue = 1.013 
% of Variance Explained = 2.637 MktScan12: Our salespeople share information 

with each other about competitors. 
0.574 

MktScan16: Top management regularly 
discusses competitors' strengths and weaknesses. 0.461 
MktScan17: We share resources among business 
units. 

0.618 

MktScan11: Data on customer satisfaction are 
disseminated at all levels in this business unit on 
a regular basis. 

This item was dropped since the cross-loading less than .15 
difference from item’s highest factor loading 

 
5. Reliability and Validity of the Construct 

The market-scanning capability (MktScan) was modeled as a second-order reflective construct with four first 
order factors. According to Nunnally (1978), in order for a factor to be considered as having convergent validity 
and reliability, both of Cronbach’s Alpha and Construct (Composite) Reliability scores have to be 0.7 or greater. 
All the measures of Cronbach’s Alpha and Composite Reliability scores were found to be higher than the cut-off; 
except the Cronbach’s Alpha of the first order factor MktResp (0.676) that fell short of these criteria, but came 
very close. Fornell and Larcker (1981) further provided guidelines by specifying the measure of Average 
Variance Extracted (AVE) value of greater than 0.5 in order for the measurement error associated with the 
construct to be outweighed by the variance extracted through its indicators. The corresponding factor loading, 
AVE, Cronbach’s Alpha and Composite Reliability value are shown in Table 2.  

 

Table 2. Details of the construct’s internal consistency, convergent validity  

Construct and it’s factors Order of the Construct and Cronbach's Alpha AVE Composite Reliability

MktScan 2nd Order (0.875) 0.608 0.861 
CustInfo 1st Order (0.843) 0.553 0.881 
CmpInfo 1st Order (0.739) 0.651 0.848 
MktResp 1st Order (0.676) 0.616 0.828 
Coord 1st Order (0.708) 0.534 0.821 



www.ccsenet.org/ijbm International Journal of Business and Management Vol. 8, No. 4; 2013 

16 
 

6. Implications and Conclusion  

Firms can use their MktScan capability to either sense a weak signal or respond to developments in their 
business environment. They can sense information from their market domain, giving them a better idea of their 
customers’ changing needs and what their competitors are doing. Further, firms can also respond to information 
collected in other domains such as new technology or regulatory change.  

Based on the findings reported, MktScan capability is a second-order construct with four first-order components: 
CustInfo (i.e., customer information collection), CmpInfo (i.e., information regarding competitiveness), 
MktResp (i.e., responsiveness to market-related information) and Coord (i.e., coordination among different 
business units of the firm). Not only does the model of market-scanning capability provide a useful 
benchmarking tool, its development provides useful insights into what practitioners  may need to consider as 
they develop their firm’s capabilities.   

Lastly, a capability is useful when it assists in the delivery of a goal. The goal is achieved through a focused 
combination of processes, tools, knowledge, skills, and organization. This theoretical understanding of MktScan 
capability is helpful for practitioners to guide development of business processes and activities aimed at 
developing a market-scanning capability within their firms.  
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