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Abstract 

In order to develop the ability to be competitive in considering rapid ly growing global market and enormously 

changing in technology, organizations are looking for up -to-date procedures to respond to all these 

transformations. Being smart and innovative is actually the most significant pillars of successful organization 

strategies. In other words, organizations need to encourage learning, manage knowledge and create innovative 

ideas. A major issue of creative ideation is improv ing the quality of the ideas generated. In this paper, we propose 

a semantic recommender engine for idea generation in order to assist organizations to improve their ways of 

generating new ideas. Through this novel system, innovation actors will be ab le to consider new perspectives, 

make new connections, think differently and thus produce new promising ideas. We initially introduce the 

concept behind a smart organization, explore the idea generation in such organizations and examine the role of 

recommender systems for managing this stage and identifying breakthrough ideas. Next, we present the context 

of design, the conceptual architecture of the suggested system and finally expand the workflow of semantic 

similarity matching of ideas with a focus  on the key components of the semantic recommendation engine. 

Keywords: innovation, smart organization, idea generation, recommender system, architecture, semantic 

similarity, workflow 

1. Introduction 

Leading an organizat ion to quickly adapt to a dynamic environment is one of the difficult tasks the organizations 

faces today. The key is on build ing a smart organization with a strong innovation -driven mindset where the 

capability to continuously adapt to unpredictable changes is developed. Innovation has act ually become vital to 

most organizations if they want to survive and grow in the long term. Similarly, ideas are vital for organizations 

because they are the cornerstones of innovation and this in turn is boundless source of competit ive advantage 

(Dorrow et al., 2015). In this respect, we strongly believe that the ability  of an  organization to grow is reliant on 

its ability to bring new ideas and to exp loit them efficiently for their long -term benefit. Our works and researches 

in improving innovation are focused on the first key activ ity at the Front End of innovation, especially idea 

generation. The aim is to improve the quality of the submitted ideas and ensure a continuous ideation. Idea 

generation is a critical, but often overlooked stage at the early stage of innovation projects; defining and 

understanding this phase is important because it is the starting point of every innovation. In this respect, the 

generation stage thus needs to be well-managed and requires well-developed mechanisms for gathering ideas 

with very high quality (El Haiba et al., 2017a). Recommendation systems have so far largely been used in many 

different fields (i.e. commerce, medicine and so on). Although their relevance, they haven't been yet being used 

in the innovation management context especially the improvement of the idea generation stage. This paper aims 

to fill this gap and proposes a novel semantic-based recommender system for idea generation improvement. Th is 

engine is a part of a larger system we conceived to improve the quality of idea generation and which  consists of 

two main modules: (1) A Semantic Recommender Engine and (2) An Enrichment Engine. This Idea Quality 

Improvement System aims to drive organizat ional members to continuously generate and develop innovative 

ideas. This article introduces the work that is being done to provide the idea generation environment with a 

semantic recommendation engine.  

The remainder of this article is structured as follows: The next section introduces the concept of smart 

organization while exp loring the need for developing such concept then provides answers to the key challenges it 

has to face. Section 3 presents the architecture of our proposed system aiming to leverage from recommendation 

systems in the ideation process. Section 4 expand in detail the key component of our semantic idea recommender 
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engine and the workflow to be used for semantic similarity matching of ideas. Finally, we draw conclusions and 

indicate directions for future research in Section 5. 

2. Key Challenges of a Smart Organization 

The main purpose of this section is to  present the concept behind smart organization and d iscuss the 

improvement of idea generation stage as the first step of the innovation process using recommendation.  

2.1 Smart Organization 

The new economy, deriving from advances in information and communicat ions technologies (ICTs), requires 

major revisions around how organizations are structured and how they function. Actually, the tradit ional attitudes 

and ways of working need to be redefined. However, if organizat ions want to obtain the benefits from this 

transformations they will have to put the right policies in place. Hence, the need to develop a dynamic and 

intelligent organizational model (Brătianu et al., 2006). Being smart and innovative is actually the most 

significant pillars of successful organization strategies. In a complex, dynamic environment, the positive effects 

of a smart organization can be more significant compared to the effects in a stable environment (Schafer, 2009).  

A Smart Organizat ion is defined as an organization “that acts effectively in the present” and have the competence 

to “deal effectively with the challenges of the future” (Wiig, 2000). This emerging organizational concept indeed 

arose from the need for organizations to respond to the increasingly changing business landscape in dynamic, 

innovative and smarter ways (El Haiba et al., 2017a). Some of the main features of this organizational 

transformation are the ability to think differently, collaborate, learn, create, d istribute and explo it knowledge to 

promote growth and competitive advantage.  

The term “s mart organization” is therefore used by organizations that are internetworked, knowledge-driven, and 

dynamically adaptive to new organizational forms, learning as well as flexib le in their ability to identify and 

exploit the opportunities offered by the new economy (Filos & Banahan, 2001). It also means embracing 

disruption in our organizations to create an environment where innovation is encouraged. Actually, innovation is 

the key process that can make organizat ions maintain their market share, improve efficiency and differentiate 

themselves successfully in their marketplace. 

However, managing innovation in  such type of organization remains a big  challenge and frustrating pursuit 

despite massive investments in time and money. The crit ical question here is how can organizations deal with the 

complex challenges they face under time pressure, and with continuous increase of data? 

 

Figure 1. Challenges of Smart Organization 

 

The problem with complex challenges to be faced and the innovation improvement efforts required, in our view, 

is rooted in the lack of an innovation strategy. Good innovation is no longer random or o ccasional; but rather 

structured and well managed. Currently, these challenges are dominantly addressed from a managerial 

perspective, as advocated by organizational sciences. Such knowledge is indeed necessary for managing an 

organization, but it  is insufficient fo r bringing about changes in a fully systematic and integrated way. To do that, 

a smart organization needs to take a constructional and learning perspective. 
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However, a  higher degree of “intelligence” would be desirable to reach a perfect state in which learn ing 

processes are handled by software that targets and provides just-in-time the learning activ ities that are needed by 

the individuals for personal growth (Sicilia & Lytras, 2005). At the same time, organizations who want to 

develop and maintain high levels of innovation need a consistent and qualitative flow of generated ideas (Björk 

& Magnusson, 2009). Furthermore and in order to effectively  manage these ideas, organizations need to adopt 

smart resources and tools that foster learning activ ities. To deal with  this, a  semantic approach can be applied  to 

provide the expected intelligence. 

Next subsections will concentrate on presenting idea management systems particularly its idea generation stage, 

the recommendation as well as the semantics imperatives for enhancing learning and improving the quality of 

submitted ideas. 

2.2 Idea Management vs Complexity 

Idea management is an integrated part of the innovation process. It is generally represented by systems which  

principally aids organizat ions to collect ideas from all employees and evaluate them in o rder to determine which  

have the greatest potential to create added value.  

In today’s competitive context, organizations will increasingly compete based on the speed at which  they can 

find, develop and implement ideas for new products and services. To compete at this level, organizations must 

productively capitalize on the creativity of all of their members. This paper actually addresses the idea 

generation stage as one of the most important and critical activities at the front end of innovation. 

One of the key success factors to any organization is being able to come up with new ideas to keep operations, 

products and services up-to-date.The process of capturing those ideas is called ideation or idea generation. All 

gathered ideas need to be stored efficiently. They are actually the “potential starting point for any innovation 

venture and by understanding and supporting idea processes in front end innovation companies can strengthen 

their innovative capability” (Jensen, 2012). Ideas have become the currency of this new economy. They can be 

sparked by experiences related to a personal observation but also situations that influence the innovator and lead 

to an act of thought. 

Being smart is also means generating ideas but in a structured manner and smarter way. It is no longer simply a 

question of generating a large number of ideas but capturing those with a high level of quality and which  are 

most likely  to become successful innovations. Thus without a mechanis m for managing them, it  is d ifficult  to 

channel innovation activity into the areas it is needed most. 

In practice and regardless of the progress in the Idea Management solutions, this initial phase of the innovation 

process still faces a number of problems. According to Westerski (2013), these problems are typically related to 

“informat ion overflow and recognizing questionable quality of submissions” with reasonable time and effort  

allocation. In other words, if organizations want to significantly tap into their employees’ initiat ive taking 

behavior and specifically  their idea submissions, they should address the three common following challenges: 

idea quantity, idea quality and continued ideation (Deichmann, 2012). To  support and facilitate the ideation 

process, the knowledge about what influences the quality of the ideas created is therefore important. In a 

previous work, a qualitative approach was developed in response to this increased need to support activities at 

the generation stage (El Haiba et  al., 2017b). The approach is guided and supported at the top by organization 

structure and processes, its human capital, as well as its knowledge memory. In fact, building a creative 

organizational structure can motivate everyone to contribute their ideas or opinions and promote a larger number 

of high quality idea submissions. Also, managing knowledge have a very powerful role in spurring actors to raise 

their creat ive output by learning from the performance of their previous ideas. This in fact implies that  all parties 

should be involved at the same time for the benefit of idea generation stage. It is therefore considered appropriate 

to practically implement this approach and indeed thinking about an ideation process in which employees 

continuously learn, repeatedly take initiative and produce multiple high-quality ideas.  

2.3 Recommender Systems vs Time Pressure 

All organizat ions want to come up with the next big  idea that catapults their product, their team, o r their business 

to new heights. But where to start and which mechanis ms should they embrace to increase the quality of ideas? It 

has been shown through the qualitative approach that the generation of new ideas requires well-developed 

mechanis ms for recognizing and selecting information among a wide ran ge of data (El Haiba et  al., 2016). 

However and under time pressure, there is need to filter, prioritize and efficiently deliver the relevant 

informat ion. This is where recommender systems have particularly  a huge advantage. Prev ious research study 

have shown that recommender systems can effectively improve creative ideation output (El Haiba et al., 2016).  
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The use of the recommendation within s mart  organization will allow it  to have a new form that will take into 

account new components able of enrich ing its potential and improving its effectiveness. We particularly  describe 

the use of a recommender system as the continuous knowledge acquisition which  will allow actors continuously 

learn, generate ideas and collaborate. Some benefits of recommender systems are presented in Figure 2 below. 

 

Figure 2. Recommendation in Smart Organization 

 

Recommender systems actually offers relevant items based on the user’s interests maintained in  its profile. They 

also help users efficiently overcome the problem of content overload by filtering irrelevant informat ion when 

users search for desired information (Amini et al., 2011). Relevant knowledge provided by recommended items 

can lead actors to think different ly and thus generate new ideas and learn from prio r experiences in order to 

enrich them and then be stored.  

Likewise recommender systems offers opportunities to collaborate by  sharing expert ise and knowledge in  

free-flowing and creative ways (from the different knowledge sources: experts, ideas, documents or projects).  

Experimental research confirms that showing users similar ideas and combining them to build  additional ones 

can be beneficial and inspirational in the idea generation process (Siangliulue et al., 2016). Thus, collaboration 

during the ideation process will be helpful in repeatedly generating enhanced qualitative ideas over time. 

2.4 Semantics vs Big Data 

The rapidly growing amount of data in every knowledge domain presents challenges to the integration, retrieval 

and reuse of information relevant to a specific context. To deal with this situation, methods of knowledge 

representation and analysis play an increasingly major role. Applying  Semantic technologies allow in  fact  the 

generation of content-rich knowledge models. Big data can in this respect take great advantages from 

semantics-aware methods, which identify  semantic relat ions among knowledge kept in this massive data in order 

to extract meaningfu l in formation and make better use of it. Actually, semantic technology can make data 

machine readable, then data can be processed intelligently. 

Semantic technologies can be especially beneficial in the improvement of the processes of idea generation as 

part of the organizational learning. They actually contribute positively to all aspects of organizational cont ent 

generation, distribution, retrieval and reuse (Sicilia  & Lytras, 2005). Furthermore, such technologies give an 

opportunity to build implicit connections and smart relationships between knowledge. This indeed led us to talk 

about semantic learning organization. The “Semantic Learning  Organizat ion” is a concept that relates the notion 

of learning organizat ion to the technological aspect, so that a semantic learning organization can be viewed as a 

learning organization in which learning activit ies are improved and mediated through a kind of technology that 

insures a shared knowledge representation about the context of the organization (Sicilia & Lytras, 2005). 

Learning and collaboration activities are greatly facilitated with the use of such integrated semantic tools.  

3. Idea Quality Improvement System 

Our theoretical investigations to prove the role and feasibility of using recommendation systems applications in 

innovation context were highly promising (El Haiba et al., 2016), but however should be practic ally  
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implemented in order to test the impact of th is new use on both the quality of participations. The main purpose of 

this section is to briefly present the context of design and then explore in detail the suggested system.  

3.1 Context of Design 

In this work, we investigate ideas that were submitted by innovation actors inside the organization. We are 

actually interested in ideas as sources of new processes, new products or services, organizational or strategic 

changes... These ideas may usually  serve to prevent anticipated problems, enhance existing structures, or take 

advantage of specific opportunities. They can be generated in any time. The submission is achieved through a 

simple input form (idea details submission form) where user fulfills the data re lative to the idea formalizat ion 

such as: title, keywords, summary etc. The system will also have a provision of user profile creation. Amongst 

others, users can be informed at generation time about some supplementary criteria for the ideas that the 

organization currently looks for. 

Previous work has shown that standard idea generation techniques are focused on gathering a wide -ranging 

portfolio of ideas (El Haiba et al., 2017b). Th is can undoubtedly generate results. But more than that, our 

objective is to guarantee a continuous flow of new valuable ideas and ensure their continuous development. 

Consequently, our focus is to propose a new system (ongoing process to generate ideas) that help organizations 

leap onto a totally different plane. A system which can push the mind to consider new perspectives, make new 

connections, think differently and thus create new and interesting ideas that will make a difference. Our proposed 

system architecture consists of two major parts; Semantic Recommendation part and Enrichment part. The result 

of the recommendation part is a list of similar ideas or projects that can act as an inspiration for further idea 

improvement and foster collaboration for developing better ideas (El Haiba et al., 2017a). The result of 

enrichment part is an improved init ial idea presented by its generator according to their experiences, expertise 

and learning process (El Haiba et al., 2017a). In addressing this point we concentrate on individual learn ing 

behaviors and especially on experiences that actors accumulate over t ime based on the results of their creative 

efforts. 

3.2 Conceptual Architecture  

Successful idea generation is only possible if organizations have a structured idea management system and 

process in place. Managing ideas falls first and foremost to structuring the way of gathering them. This actually 

implies having clear guidelines on how employees can submit new ideas and continuously enrich them. The 

proposed architecture should allow gathering ideas and improving them based on reco mmended items. In other 

words, provide suggestions to users in order to stimulate their creativ ity and give them an inspiration for a new 

submission and/or eventually improve their ones or existing ones.  

The figure below presents the conceptual architecture of the proposed system. 

 
Figure 3. Conceptual System Architecture 

 

An overview of the ideation process is as follows: 
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Input data: The set of prev iously generated or implemented ideas, contextual informat ion related to 

organization's strategy, goals, and needs. In fact, the ideas that got implemented and furthermore made very good 

returns as services or products, can be exposed as success stories. Such practices shall encourage potential 

innovators to communicate their ideas (Westerski, 2013). 

Draft Idea: After the creation  of its profile, the user formulates his idea by filling in  the corresponding fields in  

the idea submission form along with attaching images or documents to explain the idea. This filled idea profile 

highlights the basics behind the new Draft Idea.  

Recommender Engine: Once the new draft idea has been submitted, an init ial recommending process is made 

by the system which presents propositions to ideas generators – of the draft idea – in order to help them to enrich  

their ideas. It support idea refinement by enabling users to examine sets of closely related ideas. The users can 

view their own ideas and also the repository of the similar ideas submitted. The outcome of this recommendation 

process is a list of similar or complementary ideas or projects which inspires actors for draft idea improvement 

and foster collaboration. The collaboration corner - among innovation actors having similar ideas - is actually  

involved in the matching of ideas and by providing idea and owner details. Recommen dation is achieved by 

matching of keywords and description from the user's idea with those from ideas of other people while taking 

into account elements of the context and using semantic similarity measures. Semantic representation of items - 

ideas - is actually intended to reinforce the recommendation by detecting the latent association among the terms 

that have the same or very similar meaning. The next section explains the components and implemented 

algorithms of this engine in detail. 

Enrichment Engine : The purpose of this part is to propose an automatic enrichment of the draft idea profile. 

But currently, this process is done manually. 

Indeed and after receiv ing recommendations, the user will try to enrich and refine h is in itial idea by taking 

inspiration from the returned list and/or adapt it according to the current organizational context. Actors can 

contribute to this by suggesting idea improvements or changes according to their experiences and expertise. Th is 

actually involves leaning process – individual and collaborative learning –.  

Gate (or decision point): Once the idea is enriched, the user can either receive new recommendations based on 

the enrichment being made and resume the process or validate his idea. In this case, the idea will be stored in the 

idea bank. The main aim of this repeated cycle is to activate learning behaviors. 

Output data: An idea promising innovation stored in  the idea bank. Properly formulated idea outcome data can 

be used as a motivating factor to generate ideas. So, ideally the stored ideas are reused as inputs for 

recommendation in order to improve the quality of future ideas. 

The outcome of our all work will be a system that is a repository of ideas promising innovation. The system aims  

actually to ensure that the right ideas end up meeting an organization's relevant innovation needs. 

4. Semantic Recommender Engine for Idea Generation Improvement 

In this section, we present in detail the proposed semantic recommender engine for idea gen eration improvement. 

The figure 4 below illustrates the overall implementation of the recommendation process particularly the 

semantic similarity text matching method. The process starts with a repository of textual documents, so -called  

corpus, which need to be transformed into a vector representation. 

Before applying any data analysis technique, a preprocessing activity using Information Retrieval techniques is 

required. This activ ity consists in div iding the fu ll text  into single words or significant concepts called tokens 

(tokenization). It  also includes process like stop words removal and stemming of word (Arivoli & Chakravarthy, 

2017). It is convenient for taking off common words, such as articles and prepositions (e.g., a, the, at, etc.). The 

vector itself can be created using different techniques. One of the most practical is the so called ''bag of words'' 

method (Vockner et al., 2013). These pre-processing techniques are important since they reduce considerably the 

number attributes that characterize each  document attenuating its dimen sionality (Gonçalves et al., 2010). In  

other words, they are used to reduce the document complexity. 

The result of the prev ious step is an “n-dimensional vector space”. At this stage, a transformat ion needs to be 

applied in order to transfer one vector to another. The standard TF-IDF function can be implemented to assign 

weights to each term in the document and reflect their relative importance. The purpose of such transformation is 

to identify semantic relationships between terms, and using them to describ e the documents (Vockner et al., 

2013).  
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Figure 4. Workflow of semantic similarity matching of ideas  

 

Singular Value Decomposition (SVD) is thereafter applied to reduce the dimensionality of the “n-dimensional 

vector space” to a lower one. This is essential to discover the semantic structure of the documents. It's actually 

examine the statistical co-occurrence patterns of words within the corpus. SVD finds a reduced dimensional 

representation of the matrix that point out the strongest relationships. Therefore, the closely related terms are 

bundling into the same dimension. Lastly, the similarity between two vectors is calculed  with the cosine 

similarity method. It actually specify if there is an exact/high match (1) or no match (0) at all, with possible 

degrees in between. At the end, the system provides recommendation based of Latent Semantic Analysis method.  

These phases will be presented in detail and formalized in the following subsections: 

4.1 Vector Representation of Ideas 

As mentioned previously, the idea had a structured profile with defined fields to fill in the submission form. 

However, we init ially propose to describe the outcome of idea generation stage as an interlinked set of data that 

can be presented into following: 

 

Table 1. Idea Profile 

Idea Attributes  Description 

Title Brief summary of idea 

Description Detailed textual description of an idea 

Keywords List of words that reflect the main topic of the idea 

Creation Date The date when idea was submitted to the system  

Category Assignment to some fixed predefined categories  

Attachments Rich media like pictures, sketches, videos etc. 

Actor Information Idea is interlinked with submitter profile 

Status Indicates the position of idea in the organization internal process pipeline  

 

The recommendation will be done at the basis of keywords, description and attached document text similarity. 
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The content of each item is represented by a set of terms or descriptors, generally  the relevant words that appear 

in a document. A representation that is often used for text documents is the Vector Space Model (VSM) like in  

the figure below.  

 

Figure 5. Vector Space Model VSM 

 

Any text can be viewed as a vector in V-dimensional space of a sentence, a query, a document, an entire 

encyclopedia (Arguello, 2013). This model is an algebraic model which represents text documents as vectors of 

identifier, such as terms (Zhou et al., 2012). The elements of this vector express the level of important of a 

word/term and the raw frequency of this word in a document (Huynh et al., 2015).  

In our study, ideas will be represented by a vector containing keywords provided by user, extracted keywords 

from textual description using an algorithm and those extracted from attached document. This in order to enrich 

the idea vector. However, such representation raise some problems related to synonymy and polysemy. To  

palliate those drawbacks, Dumais et al. (Dumais et al., 1988) proposed Latent Semantic Analysis (LSA) 

4.2 Semantic Idea Similarity using LSA 

Latent Semantic Analysis or LSA, is a machine learning, statistical and corpus -based method for representing the 

meanings of words, sentences and texts. In corpus -based semantic representations, statistical properties of textual 

structure are exp loited to incorporate words in a vectorial space. At this space, words which are similar in terms  

of meaning  tend to be located close to each other.These methods are actually based on the idea that “words with 

similar meanings tend to occur in similar contexts ” (Altszyler et al., 2016). The process of learning words that 

are related to each other is based on their statistical co -occurrence together in a context (Vockner et al., 2013). 

Latent Semantic Analysis is one of the most used methods for word meaning representation.  

In this study, we describe a keyword ext raction technique that uses Latent Semant ic Analysis to identify  

semantically important single topic words or keywords. Using LSA, links between resources are made based on 

the semantic similarity of their textual content. The main advantage of LSA is that it does not use any manually  

designed resources, like dict ionaries or thesauri. It  only depends on large amounts of texts. Forming a corpus, 

those texts are used to induce knowledge about the meanings of words and documents. LSA, in  fac t, assumes 

that “the meaning of a text can be extracted as the sum of the meaning of its words ” (Vockner et al., 2013). In  

contrast to VSM, it  extracts concepts instead of words. The basic idea of this method is complete informat ion 

about the word context. To organize terms and documents into their underlying semantic space, LSA employs the 

singular value decomposition (SVD) algorithm. 

LSA includes principally four steps: (1) creation of a term-document matrix out of a collection of texts, (2) 

application of a t ransformat ion with TF-IDF, (3) dimension reduction using Singular Value Decomposition (SVD)  

and (4) similarity calculation with the cosine similarity measure. 

As a first step in using LSA, a sparse input matrix, also called term-document matrix or word-document matrix, 

is created (Figure 4). Each column of the matrix represents a text passage or sentence in idea (document) under 

consideration, and each row represents a unique word. Its cell aij contains occurrence word wi in document dj.  
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Figure 6. Term-Document matrix A 

 

For transformation or weighting purposes, various methods can be applied. TF-IDF (term frequency-inverse 

document frequency) and log-entropy are the most common methods (Altszyler et al., 2016). We have used 

TF-IDF in our study to compute the weight of terms. In particular term frequency specifies the number of times 

the word occurs in the respective document. Inverse document frequency specifies the relevance of the word 

respective to the entire document set. The TF-IDF term weight is as follows: 

For a term i in document j: 

 

As the next step of LSA, the SVD decomposes the input matrix A into three matrices:  

 

 Figure 7. LSA Singular Value Decomposition 

 

Where A is the input matrix, U is the matrix that represents the description of the original rows of the input 

matrix as a vector of extracted concepts, S is a diagonal matrix containing scalar singular values sorted in 

descending order, and V is an orthonormal matrix that represents the description of the original columns of the 

input matrix as a vector of the extracted concepts. 

Once the vectorial representation of words is obtained, the semantic similarity (S) o f two  terms is typically  

calculated using the cosine similarity measure between their respective vectors  

 

4.3 Semantic Content-Based Filtering 

Content based filtering algorithms compute the relevance of items or entities based on features ("content") of 

entities. The most important terms are extracted from the textual description of entities and used for calculating 

the similarity between the entities (Lommatzsch et al., 2011). 

Content-based filtering systems primarly use textual documents as an information source. A standard approach 

for term parsing selects single words from documents. One of methods that use these terms is the vector space 

model. As previously defined, it represent documents as vectors in a multi-dimensional space.  

The problem of content based filtering techniques is that additional effort is needed for taking into account 

m = rows = terms 

n = columns = documents 

aij = wij = term weights 
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homonyms, synonyms, and anaphors. In this work and in  order to  overcome those challenges, we consider 

semantic text matching in combination with recommendations. Semantic text matching, in its simplest form, 

models the relevance/similarity of a pair of texts considering their relatedness. It captures hidden relationships 

between terms. We use latent semantic analysis for semantic similarity as shown in figure 4.  

The proposed content based recommender system calculates similarity between ideas profile and the other ideas 

profiles that are submitted by other actors in the organization. Then all similar ideas will be sorted at the basis on 

the returned similarity value. Finally, the proposed recommender system will recommend top -N similar ideas to 

the current actor. These recommendations will actually help innovation actors to discover relevant generated 

ideas, find inspiration for new ideas from a large pool of ideas, improve their own submitted ideas and prevent 

them from redundant post ideas. 

5. Conclusion 

To ensure long-term competit iveness, organizations need to continuously innovate. Consequently, they also need 

a continuous stream of ideas as fuel for innovation. The current paper actually explain how organizations can 

capture new innovative ideas. 

The purpose of this paper is to present a new use of recommender system to improve idea generation in the Idea 

Management Systems. It aims to build a mechanism based on similarity detection to help innovation actors to 

find content that is relevant in accordance with their needs. More specifically, the paper presents the architecture 

of a new system designed to express new ideas, store them, and suggest similar ideas to combine them and form 

a better one. Actually, the integration of recommendation techniques as a creativity support to generat ion stage 

aims to provide people with a seamless experience that enhances their creativ ity in a natural manner. This in fact  

spurs idea generation.  

As the main result of the presented work, we actually propose the combination of recommender systems with t he 

semantic text matching algorithms in order to enhance the quality of generated ideas in organizations. In this 

respect, we developed a prototype where structured data (submitted ideas) represent the input for semantic text  

matching of content using LSA. With this new approach, links between ideas, which were not interlinked before, 

can be automatically created. These links are presented using recommendations on the contextual similarity of 

texts. 

Semantic idea recommender system seem to be a p romising tool in support of idea generation activit ies. In terms  

of future work, we p lan to evaluate and experiment our current proposed architecture of the semantic 

content-based recommender system in a real application domain for the validation of obtained results.  
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