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Abstract 
The process of clustering documents in a manner which produces accurate and compact clusters becomes 
increasingly significant mainly with the vast size of information on the web. This problem becomes even more 
complicated with the multi-topics nature of documents these days. In this paper, we deal with the problem of 
clustering documents retrieved by a search engine, where each document deals with multiple topics. Our approach 
is based on segmenting each document into a number of segments and then clustering segments of all documents 
using the Lingo algorithm. We evaluate the quality of clusters obtained by clustering full documents directly and 
by clustering document segments using the distance-based average intra-cluster similarity measure. Our results 
illustrate that average intra-cluster similarity is increased by approximately 75% as a result of clustering document 
segments as compared to clustering full documents retrieved by the search engine. 
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Abbreviations 
VSM: vector space model.  

LSI: Latent Semantic Indexing. 

SVD: Singular Value Decomposition. 

SHOC: Semantic, Hierarchical, Online Clustering. 

 

1. Introduction  
Owing to the massive size of information on the web and low accuracy of user queries, finding the right 
information from the web and the necessity to easily classify them may be difficult if not impossible. One approach 
that tries to solve this problem is using clustering techniques for grouping similar documents together in order to 
facilitate presenting results in a more compact form and enable thematic browsing the results set. For instance, 
when a search engine is given a query, e.g., ‘agents’, it reacts to a set of search results Ri (where i is the number of 
search results returned from the query). Each search result is a short description of a web page that matches the 
query. In practice, a great number of results are returned, and we need a method to group related results and 
exclude the irrelevant ones (Ueda & Saito, 2006). These irrelevant results come up since the query terms can come 
out in many different contexts, e.g., travel agents or intelligent agents. Even within a single context there can be 
multiple sub-topics, e.g., intelligent agent software or intelligent agent conferences (Yan, 2000). As a result, if we 
set the related results together this will be very useful to the user. 

In this paper, every document in the clustering results gained from web search engines is decomposed into 
segments. Then, the Lingo algorithm is used to cluster all document segments. Clustering quality is evaluated 
using some distance-based similarity measures such as intra-cluster similarity. 

2. Related Work 
One of the main studies of clustering criteria was made by Milligan and Cooper (1985), in which they carried out 
an experimental evaluation of 30 different criteria. Their focus was on stopping rules for hierarchical clustering. 
They tested these criteria on simulated data sets involving a maximum of (Macskassy, Banerjee, Davison, & Hirsh, 
1998) clusters and (Huang, 2008) attributes. These practical differences encouraged us to sensitivity examine 
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clustering criteria for such large and complex data sets. Our study focuses on distance-based clustering, which 
depends on a similarity function to compare vectors describing the objects to be clustered. An alternative class of 
clustering algorithm is known as mixture modelling, where the objects to be clustered and generated from a 
combination of probability distributions of a known type (Oliver, Baxter, & Wallace, 1996). 

Another approach of clustering techniques is called (K-means) and it is broadly used in document clustering, 
K-means is based on the idea that a core point can stand for a cluster. Particularly, K-means makes use of the notion 
the notion of a centroid, which is the mean or middle point of a group of points. Note that a centroid almost never 
corresponds to a real data point (Manning, Raghavan, & Schtze, 2008). 

3. Vector Space Model for Document Clustering 
The VSM (vector space model) is one of the most widespread models for representing documents to be clustered. 
Clustering documents using the vector space model is categorized by three characteristics (Frey, 2012): 

 Each document is characterized by a vector of word frequencies, where generally occurring words have been 
excluded using a stop list or heuristic feature selection techniques. 

 A distance measure is defined as a function of these document vectors, in order that we can measure the 
similarity or distance between any pair of documents in the vector space. 

 A clustering algorithm utilizes this distance measure to set related documents into clusters. 

4. Lingo Algorithm 
Lingo algorithm is used to reverse the traditional order of cluster discovery. Initially, there was an attempt to find 
good, theoretically varied cluster labels and then assign documents to the labels to form groups, rather than 
computing proximity between documents and then labelling the discovered groups.  

In conventional approaches, which determine group labels after discovering the real cluster content, this task 
proves fairly difficult to be achieved. 

Lingo algorithm is used to cluster search results, the input documents are results of a search engine and these 
documents consist of the title, a short web snippet and URL (Osiñski, 2003).  

4.1 Stages of Lingo Algorithm 

Lingo algorithm can be divided into five stages which are set as follows:  

4.1.1 Pre-processing Stage 

The pre-processing stage aims at preparing the input data and changes it to a useable form. This consists of text 
filtering, where HTML tags, character entities, and special characters, excluding sentence boundaries, are removed. 
Sentence boundaries are essential for the phrase extraction during the second stage (section 4.1.2). In addition, the 
language of every document is determined before stop words get removed and the text is stemmed. By means of 
stop words, the identification of the language is carried out. In case of English documents the Porter stemmer 
algorithm is used, for Polish they had their own simple dictionary stemmer. 

4.1.2 Frequent Phrase Extractions Stage 

The feature extraction stage aims at discovering phrases and single terms that will potentially be able to explain the 
verbal meaning behind the LSI (Latent Semantic Indexing). To be regarded as a candidate for a cluster label, a 
phrase or term must have some characteristics which are as follows (Osiñski, 2003): 
 Appearing in the input documents at least a specified number of times. This is a result of broadly accepted 

hypotheses in information recovery that features that reappear regularly in the input documents have the 
strongest descriptive power. Furthermore, omitting the uncommon words and phrases will significantly increase 
the time efficiency of the algorithm as a whole. 

 Not cross sentence boundaries. Mainly, sentence markers mark a topical change; consequently a phrase 
extending beyond one sentence is probable to carry little meaning to the user. 

 Be a complete phrase. Compared to partial phrases, complete phrases should permit better description of 
clusters (compare “Senator Hillary” and “Senator Hillary Rodham Clinton”).  

 Not begin nor end with a stop word – stripping the phrases of leading and trailing general terms is about to 
increase their readability as cluster labels.  
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4.1.3 Cluster Label Induction Stage 

In this stage, descriptions of meaningful group are shaped relying on the SVD (Singular Value Decomposition) 
decomposition of the term-document matrix. There are four steps to this stage; term-document matrix building is 
built depending on the input group of snippets. In opposition to the SHOC (Semantic, Hierarchical, Online 
Clustering) approach, in Lingo only single terms are used to construct the A matrix. The cause for this is that it is 
more natural to use groups of single words instead of groups of phrases to express abstract concepts, which really 
very often are phrases themselves. Moreover, individual terms permit finer granularity of description, abstract 
concept discovery in this step the Singular Value Decomposition of the term-document matrix is performed to 
acquire the orthogonal basis of its column space, phrase matching this step depends on a vital observation that both 
the abstract concepts and the phrases discovered in the feature extraction stage are expressed in the same space – 
the column space of the original term-document matrix. Consequently, the classic cosine distance can be used to 
compute how well a phrase or a single term represents an abstract concept, and label pruning even though the 
SVD-derived basis of the column space of the term-document matrix is orthogonal, some of the cluster label 
candidates (verbal representations of the abstract concepts) tend to overlap. The cause for this is that for each 
abstract concept only the best matching word or phrase is selected and other phrases, which potentially could help 
express the difference between two abstract concepts, are ignored (Frey, 2012). 

4.1.4 Cluster Content Discovery Stage 

In this stage, the classic Vector Space Model is used to allocate the input snippets to the cluster labels induced in 
the previous stage. The assignment process much resembles document recovery based on the VSM model– the 
only difference is that rather than one query, the input snippets are harmonized against every single cluster label 
(Osiñski, 2003). 

4.1.5 Final Cluster Formation Stage 

In the final stage of the algorithm, cluster scores are computed and if in the presentation interface the resulting 
clusters are sorted according to their score, the user will presented with the well-described and relatively large 
groups in the first place (Osiñski, 2003). 

5. Clustering Evaluation 
The purpose functions in clustering formalize the aim of achieving high intra-cluster similarity (documents within 
a cluster are similar) and low inter-cluster similarity (documents from different clusters are dissimilar). This is an 
internal criterion for the clustering quality. But good scores on an internal criterion do not essentially translate into 
good effectiveness in an application (Raskutti, 1999). 

5.1 Computation of Inter-Cluster and Intra-Cluster Similarity 

Intra-cluster similarity is used to determine how near the data objects are in a cluster. For a clustering, π(D) = {C1, 
C2, ..., C|π(D)|}, intra-cluster similarity is measured as follows (Raskutti, 1999): 

Assume that: 

D: data set, 

Ci: is a cluster (block) of π(D), 1 ≤ i ≤ |π(D)|, 

φ : consensus function, 

m: the number of clustering’s, 

votesij: the number co-occurrences of i and j in a cluster, ∀: universal quantification means for all. 

Given a group of clusterings Π = {π1, π2, ..., πm}, the problem of joining multiple clusterings is defined as finding a 
new clustering  π* = {C*1,C*2,………,C*| π*|} by using the information provided by Π. A consensus function φ, 
is used for determining quality of the final clustering π*. See (Strehl & Ghosh, 2003) 

 
(1)

Many consensus functions have been suggested in the literature. In (Strehl & Ghosh, 2003), a suggested consensus 
function is based on a co-association measure (simultaneous occurrences) stated by: 

 (2)
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(3)

For the same clustering, inter-cluster similarity is defined as follows: 

ECS(π(D))=  
(4)

Finally, the consensus function is 

 
(5)

Final clustering is expected to have compressed and close clusters; consequently a better clustering formula the 
greater values 3 offers (from 0.5 to 0.9). In the same way, a better clustering the smaller values 4 supplies., k. K1, 
and K2 parameters in Formula 5 are user defined values, which satisfy K1 > 0 and K2 < 0.s 

Inspection of formula 5 reveals that its time complexity is quadratic concerning the number of objects in the data 
set, O(|D|2). This difficulty is owing to pair wise similarity calculations performed in formulas 3 and 4. 

Example: Let us calculate intra-cluster similarity, ICS π (π * (D)), of π * (D) of Table 2 using multiple clustering 
shown in Table1 by using formula 6. 

 
 

Table 1. Binary representation of multiple clustering, II 

  d1 d2 d3 d4 d5 d6 d7 d8

Π1 

C*11 
C*12 
C*13 
C*14 

1
0
0
0

0

0

0

1

1

0

0

0

0

1

0

0

0

1

0

0

1

0

0

0

0

0

0

1

0

0

0

1

Π2 

C*21 
C*22 
C*23 
C*24 

1
0
0
0

1

0

0

0

0

0

0

1

1

0

0

0

0

0

1

0

0

0

0

1

0

0

1

0

0

1

0

0

Π3 

C*31 
C*32 
C*33 
C*34 

0
0
1
0

0

0

1

0

0

1

0

0

0

0

1

0

0

0

0

1

0

1

0

0

0

0

0

1

0

0

1

0

 
Table 2. Binary representation of π* 

  d1 d2 d3 d4 d5 d6 d7 d8

π* 

C*1 1 0 1 0 0 0 1 0

C*2 0 1 0 0 0 1 0 0

C*3 0 0 0 1 1 0 0 0

C*4 0 0 0 0 0 0 0 1
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We symbolize each cluster with a bit vector. Existence of an object in a cluster is shown by 1; similarly absence of 
an object is revealed by 0. Each cluster representation is as long as the size of the database, |D|. Three clustering, 
each having four clusters is shown in Figure 1. An example of a cluster is shown below: C11 cluster has d1, d3, and 
d6 objects. 

 
So as to estimate Formulas 3 and 4, each cluster has to be examined for pair wise objects, and corresponding 
entries in the co-association matrix has to be updated. For example, C11 cluster increments following object pairs 
in the co-association matrix: (d1, d1), (d1, d3), (d1, d6), (d3, d3), (d3, d6), and (d6, d6). Because of the pair wise 
increment nature, this computation has quadratic time complexity.  

Let II be multiple clustering, and π* be a new final clustering for a data set D. In following we define intra-cluster, 
and inter-cluster similarities of π * (D). Intra-cluster similarity of π* (D) is shown in Formula 6. 

 

(6)

And, formula 7 shows the inter-cluster similarity of π * (D). 

 

(7)

Finally, consensus function is described as: 

 
(8)

ICS π (π *(D)) is computed as follows; every cluster of π * (D) is logically ANDed with every cluster in π in order 
to find pair wise co-occurrences of the objects in the same cluster. In the same way, when computing ECS π (π * 
(D)) every cluster pair in π * (D) is logically ORed to find all pairs of objects; this result is ANDed with every 
cluster in order to find pair wise co-occurrences of objects.  So far we obtained the pair wise co-occurrences of 
objects in the same clusters and in two different clusters. 

By subtracting (last 2 components in Formula 7) pair wise co-occurrences of the objects in the same clusters; we 
gain pair wise co-occurrences of objects in different clusters as shown in the formula. When calculated the same 
clustering, π, Formula 6 is equivalent to Formula 3 and Formula 7 is equivalent to Formula 4. Even though 
equivalent formulas yield same result, it is very significant to note that Formulas 6 and 7 are calculated in cluster 
level, not in object level for each pair wise object. 

6. Experimental Work and Results 
In this work, the Lingo algorithm is used for clustering documents (for more details see section 4). Our first 
experiment performs clustering on the original document set as returned by the search engine. In our second 
experiment, every document returned by the search engine is segmented and the whole set of document segments 
are input to our clustering system. Clustering is evaluated for both experiments by using similarity measures. Our 
proposed model is illustrated in the right part of Figure 1. 

The document set used in our experiments consists of 30 documents. Each document in the document set is 
segmented resulting in a total of 90 segments. We implemented the Lingo algorithm for clustering documents. 
Intra-cluster similarity is computed for every pair of documents in a cluster in order to measure how near the 
documents are to each other within a cluster. For both experiments, intra-cluster similarity results are shown in 
Figure 2. Average intra-cluster similarity is computed for clusters resulting from each experiment. In the case of 
clustering full documents and segmented documents, the average intra-cluster similarities are 0.425 and 0.743 
respectively. Hence, we conclude that the average intra-cluster similarity is increased approximately by 75% as a 
result of clustering document segments rather than clustering full documents retrieved by the search engine. 
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Figure 1. Proposed model 

 

 

 

Figure 2. The result of intra-cluster similarity for the full documents experiment (without segmentation) and the 
segmented documents experiment 
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7. Conclusion and Future Work 
In this paper, we cluster web search results using the lingo algorithm with and without segmentation. We compute 
the average intra-similarity in each case. An increase of approximately 75% in average intra-similarity is achieved 
when document segmentation is performed compared to the case of clustering the whole documents. 

For future work, we will explore the behaviour of our system with non-document data sets as well as testing the 
suitability of our criteria as stopping rules for hierarchical clusters. In addition, we plan to extend our criteria to 
study overlapping clusters. 
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